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Fall 2001

TR 9:30 - 10:50am

HCB 301

Dr. Steven L. Green

Office:  359 Hankamer

Telephone: 710-4543 

Fax:  710-6142

E-mail:  steve_green@baylor.edu
Home page: http://hsb.baylor.edu/html/green
Office Hours

Tuesdays:  2:00-4:00pm

Wednesdays:  2:00-4:00pm

Thursdays:  2:00-4:00pm

& by appointment

Objectives:

(1)
To develop proficiency in the use of a wide variety of techniques useful in the analysis and forecasting of time series data.

(2)
To become acquainted with the major theoretical results regarding identification, estimation, and hypothesis testing in the context of univariate and (some) multivariate linear time series models in the time and frequency domains.

Reading Materials:

Textbooks available in Baylor Book Store:

Shumway, Robert H., and Stoffer, David S.  (2000).  Time Series Analysis and its Applications.  New York:  Springer-Verlag.  REQUIRED.
Yaffee, Robert (with Monnie McGee).  (2000).  Introduction to Time Series Analysis and Forecasting.  San Diego:  Academic Press.  REQUIRED.
Textbooks available in Baylor Book Store (continued):

Delwiche, Lora D., and Slaughter, Susan J.  (1996).  The Little SAS Book:  A Primer.  Cary, NC:  SAS Publishing.  OPTIONAL.
Textbook on reserve in Moody Library (beginning approximately mid-semester):

Pindyck, Robert S., and Rubinfeld, Daniel L.  (1998).  Econometric Models and Economic Forecasts (4th ed.)  Boston:  Irwin McGraw-Hill.

Other Time Series Textbooks:
Although the above books (especially Shumway and Stoffer) are widely used, several other good textbooks are also available.  If you want to consult one of these books and it is not available in the library, check with me.  I may have my own copy of it, or I may have the library's copy.  

Bloomfield, Peter.  (1976).  Fourier Analysis of Time Series:  An Introduction.  New York:  John Wiley & Sons. 

Box, G. E. P., and Jenkins, G. M.  (1976).  Time Series Analysis, Forecasting and Control.  San Francisco:  Holden-Day.  

Chatfield, C. (1984).  The Analysis of Time Series:  An Introduction.  London:  Chapman and Hall.

Chatfield, C.  (2001).  Time-Series Forecasting.  Boca Raton:  Chapman & Hall/CRC.  

Davidson, James.  (1994).  Stochastic Limit Theory.  New York:  Oxford University Press.

Enders, Walter.  (1995).  Applied Econometric Time Series.  New York:  Wiley.  

Enders, Walter.  (1996).  RATS Handbook for Econometric Time Series.  New York:  Wiley. 

Fuller, Wayne A.  (1996).  Introduction to Statistical Time Series (2nd edition).  New York:  John Wiley & Sons, Inc.  

Gourieroux, Christian, and Montfort, Alain.  (1997).  Time Series and Dynamic Models.  Cambridge:  Cambridge University Press.  

Granger, C. W. J., and Newbold, Paul.  (1977).  Forecasting Economic Time Series.  New York:  Academic Press.  [A second edition of this book is now available.]

Hamilton, James D.  (1994).  Time Series Analysis.  Princeton, NJ:  Princeton University Press.  

Harvey, Andrew C.  (1989).  Forecasting, Structural Time Series Models and the Kalman Filter.  Cambridge:  Cambridge University Press.  

Jenkins, Gwilyn M., and Watts, Donald G.  (1968).  Spectral Analysis and its Applications.  San Francisco:  Holden-Day.

Koopmans, L. H.  (1974).  The Spectral Analysis of Time Series.  New York:  Academic Press.

Nerlove, Marc, Grether, David M., and Carvalho, Jose L.  (1995).  Analysis of Economic Time Series:  A Synthesis.  San Diego:  Academic Press.

Wei, William W. S.  (1990).  Time Series Analysis:  Univariate and Multivariate Methods.  Redwood City, CA:  Addison-Wesley Publishing Co., Inc.

Software:

The main software package we will use in this class is SAS. You can access this package through the Baylor software network.   You may access SAS documentation at:  http://finance.baylor.edu/sas, with User Name "sas" and Password "baylor" (be sure to use all lower-case letters for both the User Name and Password).

Later in the semester when we cover structural modeling and forecasting, we will make use of a package called E-Views.   I will provide appropriate handouts for that software when the time comes.

Grade Determination:

ITEM
WEIGHT




Assignments
0.30


Data Analysis Project
0.15


Exam 1
0.20


Presentation
0.15


Exam 2 (not comprehensive)
0.20


TOTAL   
1.00



Assignments:
Frequently over the course of the semester (6-10 times, most likely) I will give you assigments to complete.  These will sometimes be theoretical, sometimes be empirical, and sometimes have a bit of both.   They may not be equally weighted in the calculation of your assignment average.  You may work together on assignments provided (i) each student works on every question, and (ii) you write up your final answers independently.

Data Analysis Project:
The purpose of this project is for you to gain experience analyzing a set of "real" data using the time series methods we will learn in this class.  I will ask you to write up an explanation of what you have done, why you have done it, and an analysis and interpretation of your results.   I will be very flexible on this requirement -- my hope is that it will help you to tailor the course to meet your own interests and requirements.

Report & Presentation:

Toward the end of the semester each of you, in groups of 3, will need to choose an advanced topic, read articles in scholarly journals on that topic, and then give a 25 minute presentation to the class on what you have learned.  The purpose of this requirement is to get you into the current time series literature.

Advanced Option:
If you like, you can combine the data analysis project and the report & presentation project to write a single substantive paper suitable for submission to a professional journal.  Please come see me if you would like to discuss this possibility, which will probably involve substantive work for a few months after the course ends.  If you choose this option, you need not participate in a group and can instead present  your research to the class to satisfy the presentation requirement.

Exams:
You will have two exams in this course:  a midterm and a "final".  The "final" will NOT be comprehensive.  The exams will be of the "in-class" variety, but I will allow you to bring some notes with you so you do not have to spend a lot of time memorizing formulas.

Course Outline:

Below is a very brief overview of the topic areas we will address in this course, along with the associated chapters in the Shumway & Stoffer (SS), Yaffee (Y), and Pindyck & Rubinfeld (PR) texts.  As we proceed through the semester, I will provide specific reading assignments from these chapters and, on occasion, from articles published in professional journals. 

I.
Preliminaries 


A.
Why Study Time Series?  (intro lecture; no reading)


B.
Introduction to Time Series Analysis (Y1; SS1)

II.
Extrapolation and Decomposition (Y2)

III.
Box-Jenkins Modelling


A.
Introduction and Stationarity (Y3; SS2.1)


B.
ARMA and ARIMA Models (Y3-4; SS2.2-2.8)


C.
Seasonal ARIMA Models (Y5; SS2.9)


D.
Estimation and Diagnosis (Y6; SS2.6)

IV.
Intervention Analysis (Y8)

V.
Transfer Function Analysis (Y9; SS2.13)

VI.
Autoregressive Error Models (Y10; SS2.12)


Course Outline (continued):

VII.
Structural Modelling and Forecasting


A.
Simultaneous Equation Estimation (PR12)


B.
Introduction to Simulation Models (PR13)


C.
Dynamic Behavior of Simulation Models (PR14)

VIII.
A Review of Model and Forecast Evaluation (Y11)

IX.

Power Analysis and Sample Size Determination for Well-Known Time Series Models (Y12)

X.
Spectral Analysis and Filtering (SS3)

The MID-TERM EXAM will most likely come after topic IV or topic V.  I will try to get a more detailed day-by-day schedule to you early in the semester.
Advanced Topics: 

Below is a list of advanced topics that are good options for your presentation.  This list is meant to be suggestive only and is by no means complete.  Please feel free to discuss other possibilties with me.

Unit Root Testing

Cointegration

Vector Autoregression Analysis

Bayesian Analysis 

The Kalman Filter 

Spatial Processes 

Regime Changes

Time Series Analysis of Count Data

Time Series Analysis of Limited Dependent Variables

Fractional Integration

Time Aggregation and Systematic Sampling

Missing Observations

Threshold Models

