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Abstract

This paper is the first study to examine whether capital punishment’s impact is different among U.S. states.  Studies by economists, including myself, have typically used large data sets of all 50 states or all U.S. counties to show that executions, on average, deter murders.  In contrast, studies by sociologists, criminologists, and law professors have often examined only one or a few jurisdictions and usually find no evidence of deterrence.  Using a well-known data set and commonly-used empirical methods, I find that the impact of executions differs substantially among the states.  Executions deter murders in six states, executions have no effect on murders in eight states, and executions increase murders in thirteen states.  Additional empirical analyses indicate that there is a threshold effect that explains the differing impact of capital punishment.  On average, the states with deterrence execute many more people than do the states where executions increase crime or have no effect.  The results of this paper help to explain the contrasting conclusions of earlier papers: the deterrence or no-deterrence conclusion depends on the jurisdiction examined.  My results also have important policy implications: to achieve deterrence, states must execute several people.  If states are unwilling to establish such a large execution program, it may be better to perform no executions.
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Deterrence versus Brutalization:

Capital Punishment’s Differing Impacts Among States

I. Introduction


Recent studies by economists, including several by me, have shown without exception that capital punishment deters crime.  Using large data sets that combine information from all 50 states over many years, the studies show that, in the average state, an additional execution deters many murders.  The studies have received much publicity, and death penalty advocates often cite them to show that capital punishment is sound policy.


In contrast, recent studies by sociologists and law professors have reached an opposite conclusion.  Their studies, which often study the experience of a single state or small group of states rather than economists’ examination of the average for the nation as a whole, usually find no deterrence.  Death penalty opponents cite these studies.

Like ships passing in the night, each group has often ignored the others’ research.  In this paper, I reconcile the results, and show that both can be correct.

Using the same large data set of U.S. counties from 1977 to 1996 that my earlier studies used, I now focus not on national averages for deterrence.  Instead, I examine whether capital punishment’s impacts on murder rates differ among states.

The results are striking.  Of the 27 states in which at least one execution occurred during the sample period, capital punishment deters murder in six states.  However, it actually increases murder in 13 states, or more than twice as many.  In eight states, capital punishment has no effect on the murder rate.  That is, in only 22% of states did executions have a deterrent effect.  In contrast, executions induced additional murders in 48% of states.  In 78% of states, executions created no deterrence.

An intuitive explanation would be that in the 48% of states where executions increased murders, the executions contributed to a climate of brutal violence.  Rather than deterring murders, the executions set an example of killing to avenge grievances, an example that private individuals then followed.

The paper then explores the threshold effect that explains why capital punishment deters murders in some states, but increases murders in others.  On average, the states where capital punishment deters murder execute many more people than do the states where capital punishment incites crime.  Using various statistical techniques, I show that a threshold number of executions exists, which is approximately nine executions over during the sample period.

In states that conducted more executions than the threshold, executions, on average, deterred murder.  In contrast, in states that conducted fewer executions than the threshold, the average execution increased the murder rate.

Perhaps each execution contributes to brutalizing the society and increasing murder.  However, if a state executes many people, then criminals become convinced that the state is serious about the punishment, and the criminals start to reduce their criminal activity.  When the number of executions exceeds the threshold, the deterrence effect begins to outweigh the brutalization effect.


The results suggest that earlier economic papers’ focus on national averages masked variation among states.  Because the six states with deterrence, such as Texas, execute many people, the executions in these states deter many murders.  In contrast, the states where executions increase murder execute few people.  When the large number of executions in the deterrence states are averaged in with the small number of executions in all of the other states, the large deterrent effect in those states dominates the opposite brutalization effect in the other states.  Thus the result from earlier economics papers: on average, an execution in the U.S. deters crime.  However, this paper shows that these averages are powered by the six high-execution, high-deterrence states.  In most states, capital punishment either increases murder or has no effect.


The results also explain the findings of no deterrence in papers that have focused on individual states, rather than on the nation as a whole.  As the results here show, in 78% of states, executions do not deter murder.


The paper’s results have important policy implications.  Suppose that a state was considering whether to start executing people, and was focused on only deterrence, ignoring other important moral and economic issues.  The state would need to recognize that, to achieve deterrence, it could not begin a half-hearted execution program.  Unless the state executed enough people to exceed the threshold, then the executions would increase murders, not deter them.  For legal, moral, and religious reasons, people in many states may be unwilling to establish such a large execution program.  Likewise, if deterrence is a main goal, then perhaps the 78% of states where executions either increase murder or have no effect should reconsider their policies.


The rest of the paper is organized as follows.  Section II discusses the early empirical work testing for capital punishment’s deterrent effect and Section III discusses modern studies from the past decade in economics journals, sociology journals, and law reviews.  Section IV explores differences in states’ applications of capital punishment and tests the effect on murder of executions in individual states.  In Section V, I examine possible causes of the different effects of executions on murder across states.  Finally, Section VI discusses policy implications and concludes.

II. Early Literature on Capital Punishment and Deterrence.

In the U.S., whether capital punishment deters crime has been debated for decades.  The initial participants in the debate were psychologists and criminologists.  Their research was either theoretical or based on comparisons of crime patterns in states with and without capital punishment.  However, because they did not use multiple-regression statistical techniques, the analyses were unable to distinguish the effect on murder of capital punishment from the effects of other factors.

The debate in the economics literature began with Isaac Ehrlich’s two papers in 1975 and 1977.
  Ehrlich was the first to study capital punishment’s deterrent effect using multivariate regression analysis.  In contrast to earlier methods, this approach allowed Ehrlich to separate the effects of many different factors on murder.  

Ehrlich’s 1975 paper examined U.S time-series data for the period 1933-1969.  Time-series data are data for one unit (for Ehrlich, for the entire U.S.) over several time periods.  He tested the effect on national murder rates of possible deterrent variables (the probabilities of arrest, conviction, and execution), demographic variables (population, fraction of nonwhites, fraction of people age 14-24), economic variables (labor force participation, unemployment rate, real per capita permanent income, per capita government expenditures, and per capita expenditures on police), and a time variable.  He found a statistically significant negative relationship between the murder rate and execution rate, indicating a deterrent effect: more executions meant less crime.  Specifically, he estimated that each execution resulted in approximately seven or eight fewer murders.

Ehrlich’s 1977 paper studied cross-sectional data from the fifty states in 1940 and 1950.  Cross-sectional data are data from several units (here, the fifty states) for one time period (1940 or 1950).  That is, instead of his first paper’s approach testing how the total U.S. murder rate changed across time as the national execution rate changed, Ehrlich now explored the relationship during a single year between each of the states’ execution rates and their murder rates.

Again, Ehrlich used multivariate regression analysis to separate the effect on murder of different factors.  He included possible deterrent variables (probabilities of conviction and execution, median time spent in prison, and a “dummy” variable that distinguished executing states from non-executing states), demographic variables (state population, urban population, percent of nonwhites, and percent of people age 15-24 and 25-34), and economic variables (median family income and percent of families with income below half of the median income).  Again, his findings indicated a substantial deterrent effect of capital punishment on murder.

Ehrlich’s finding loosed a flood of interest in econometric analysis of capital punishment and deterrence.  The papers that immediately followed Ehrlich used his original data (1933-1969 national time-series or 1940 and 1950 state-level cross-section) and variants of his econometric model.

The results were mixed.  Many found a deterrent effect of capital punishment, but others did not.  For example, using Ehrlich’s data, the following found a deterrent effect: Yunker, Cloninger, and Ehrlich and Gibbons.
  In contrast, Bowers and Pierce; Passel and Taylor; and Hoenack and Weiler find no deterrence when they use the same data with alternative specifications.
  Similarly, McAleer and Veall, Leamer, and McManus, find no deterrent effect when different variables are included over the same sample period.
  Finally, Black and Orsagh find mixed results depending on the cross-section year they use.

In the late 1980s and 1990s, a second-generation of econometric studies extended Ehrlich’s national time-series data or used more recent cross-sectional data.  As before, some papers found deterrence while others did not.  For example, Layson and Cover & Thistle use an extension of Ehrlich’s national time-series data, covering up to 1977.
  Although Layson finds a significant deterrent effect of executions, Cover and Thistle correct for data flaws -- nonstationarity -- and find no deterrent effect.  Chressanthis employs national time-series data covering 1966 through 1985 and finds a deterrent effect.
  In contrast, Grogger uses daily data for California during 1960-1963 and finds no deterrent effect.

However, most of the early studies—both the first wave and the second generation—suffered from basic flaws: they suffered important data limitations because they used either national time-series or cross-section data.  Using national time-series data created a serious aggregation problem.  Any deterrence from an execution should affect the crime rate only in the executing state; one state’s high execution rate would not be expected to change the crime rate in nearby states, where the first state’s laws and execution proclivity do not apply.

Aggregation–lumping al of the states together in a national time series--dilutes such distinct effects, creating “aggregation bias.”  For example, suppose that the following happens concurrently: the murder rate in a state with no executions randomly increases at the same time that the murder rate drops in a state with many executions.  Aggregate data might incorrectly lead to an inference of no deterrence; the aggregate data, with the two states lumped together, would show an increase in executions leading to no change in the murder rate.

Cross-sectional studies also suffer serious problems.  Most importantly, they prevent researchers from controlling for jurisdiction-specific characteristics that could be related to murder, such as a violent culture in southern states.
 Cross-section data also preclude any consideration of what happens to crime, law enforcement, and judicial processes over time. 

Moreover, both time-series and cross-section data share the problem of having few observations.  For example, Ehrlich’s national time-series data had only 37 observations and his cross-section data had only 50 observations for the year analyzed.  With so few observations, strong statistical conclusions are impossible.

Noting the inadequacy of time-series and cross-section data, several authors called for new research using panel data, an approach that I describe below.
  In addition, a National Academy of Sciences panel convened to study the early deterrence literature.  It concluded that new research should be conducted with disaggregated data that looks at smaller geographic units, such as counties or cities rather than the nation as a whole, and smaller time periods, such as months rather than years.  The panel also suggested that new studies examine the impact of executions on different types of homicides.

Researchers responded to the invitation.  In addition to using panel data, several new studies, including several of mine, employ disaggregated data of the sort recommended by the panel.  Likewise, another study, again by me, examines executions’ impacts on different homicide types.  I now discuss the modern studies of the past decade.

III.  Modern Studies of Capital Punishment’s Deterrent Effect.

Most recent studies have overcome the fundamental problems associated with national time-series and cross-section data by using panel-data techniques.  Panel data are data from several units (the fifty states or all U.S. counties) over several different time periods; that is, panel data follow a cross-section over time.  For example, a panel dataset might include data on each of the fifty states, or even on each U.S. county, for a series of years.

Panel data produce many more observations than cross-section or time-series data.  For example, a state-level, panel data set of 50 states over 10 years would have 5000 observations, whereas a national, time series data set over the same period would have only 10 observations and a state-level, cross-section data set from one of the years would have only 50 observations. 


Furthermore, panel data allow researchers to control for important jurisdictional differences among U.S. states or counties by using fixed effects estimation (which cross-section data can not do), while avoiding aggregation bias (a problem of time-series data).  Several studies have analyzed data that is more disaggregated than in the early studies.  This minimizes aggregation bias over geographic units or periods of time, enabling researchers to estimate any deterrent effect more precisely.  In addition to enjoying the benefits of panel data, recent studies have access to more recent data that make conclusions more relevant for the current environment.

In the past decade, eight papers have been written in the economics literature that use improved panel data and more sophisticated regression techniques.  Their conclusion is unanimous: all of the modern economics papers find evidence of deterrence.  Four other papers in the past decade have not used panel data, but also find a deterrent effect.    However, a few studies in sociology journals and law reviews have produced mixed results; some find deterrence while others do not.

I now discuss the modern research in the economics literature from the past decade, beginning with the studies in which I have been involved.  I group the papers into those that use panel-data techniques and those using other techniques.  Next, I discuss four papers examining deterrence in sociology journals from the past decade.  Then I review the decade’s two law review papers on the subject.  Finally, I propose a theory that might explain the disciplines’ differing conclusions.

A.  Modern Economics Papers Using Panel-Data Techniques.

1.  Hashem Dezhbakhsh, Paul H. Rubin, and I examine whether deterrence exists using county-level panel data from 3,054 U.S. counties over the period 1977 to 1996. 
  This is the only study to use county-level data, allowing us to estimate better the demographic, economic, and jurisdictional differences among U.S. counties that can affect murder rates.  Moreover, the large number of county-level observations extends the empirical tests’ reliability.

We find a substantial deterrent effect; both death row sentences and the executions themselves result in decreases in the murder rate.  Our conservative estimate is that each execution results in, on average, 18 fewer murders.  Our main finding, that capital punishment has a deterrent effect, is robust to many different ways of performing the statistical analysis.

2.  In another paper, I use state-level, monthly panel data from 1977-1999 to examine two gaps in the capital punishment literature.
  First, I investigate the types of murders deterred by capital punishment.  Some people in the debate on capital punishment’s deterrent effect believe that certain types of murder are not deterrable.  They claim that murders by intimates or crimes of passion are products of uncontrollable rage, and they are therefore nondeterrable.  Others even argue executions could even increase the number of murders by strangers, as the brutality of executions incites criminals.

To the contrary, I find that the combination of death row sentences and executions deters all types of murders: murders between intimates, acquaintances, and strangers, crime-of-passion murders and murders committed during other felonies, and murders of African-American and white people.
  I estimate that each death row sentence deters approximately 4.5 murders and that each execution deters approximately 3 murders. 

The second issue that the paper addresses is the impact on deterrence of execution delays.  In 1996, Congress passed the Anti-Terrorism and Effective Death Penalty Act of 1996 that limits federal habeas review in capital cases.  If criminals prefer lengthy death row waits to short ones, as their numerous appeals and requests for stays suggest, then shortening the time until execution could increase the death penalty’s deterrent impact.

I find that shorter waits on death row increase deterrence.  Specifically, one extra murder is deterred for every 2.75-years reduction in the death-row wait before each execution.  

3.  Hashem Dezhbakhsh and I use state-level panel data from 1960-2000 to examine capital punishment’s deterrent effect.
  This is the only study to use data from before, during, and after the 1972-1976 Supreme Court moratorium on executions.  Our study advances the deterrence literature by exploiting an important characteristic that other studies overlooked: the experimental nature of the Supreme Court moratorium.  

First, we perform before-and-after moratorium comparisons by comparing the murder rate for each state immediately before and after it suspended or reinstated the death penalty.  These before-and-after comparisons are informative because many factors that affect crime—e.g., law enforcement, judicial, demographic, and economic variables—change only slightly over a short period of time.  In addition, the moratorium began and ended in different years in different states.  Considering the different start and end dates, the duration of the moratorium varied considerably across states, ranging from four to thirty years.  Observing similar changes in murder rates immediately after the same legal change in different years and in various states provides compelling evidence of the moratorium’s effect on murder.  

The before-and-after comparisons reveal that about 91 percent of states experienced an increase in murder rates after they suspended the death penalty.  In about 70 percent of the cases, the murder rate dropped after the state reinstated the death penalty.

We supplement the before-and-after comparisons with time-series and panel-data regression analyses that, unlike many existing studies, use both pre- and postmoratorium data.  The regressions disentangle the impact of the moratorium itself on murder from the effect of actual executions on murder; we find that the moratorium has a significant positive effect on murder and that executions have significant negative effects on murder.  These estimates suggest that both adopting a capital statute and exercising it have strong deterrent effects.

4.  John R. Lott, Jr. and William M. Landes use state-level panel data from 1977 to 1995 to examine whether right-to-carry concealed handgun laws deter multiple-victim public shootings.
  Included in their analysis are tests of the deterrent effect of executions on murder.  The authors find that right-to-carry concealed handgun laws do result in fewer multiple victim public shootings.  They also find that executions have a significant deterrent effect on the overall murder rate.  Specifically, a one percent increase in the execution rate is associated with a seven percent decline in the overall murder rate.

5 and 6.  Two papers by FCC economist Paul Zimmerman find a deterrent effect.
  In his first paper, Zimmerman uses state-level panel data from 1978 to 1997 to examine the relationship between state execution rates and murder rates.  In his second paper, he employs state-level panel data from 1978-2000 to examine which execution methods have the strongest deterrent effects.  In both papers, Zimmerman finds a significant deterrent effect of capital punishment.  He estimates that each execution deters an average of 14 murders and that executions by electrocution have the strongest impact.  

7.  H. Naci Mocan and R. Kaj Gittings use state-level panel data from 1977 to 1997 to examine the relationship between executions, commutations, and murder.
  Again, the authors find a significant deterrent effect; they estimate that each execution deters an average of 5 murders.  Their results also indicate that both commuting death-row prisoners’ sentences and removing them from death row cause increases in murder.  Specifically, each commutation results in approximately five extra murders and each removal from death row generates one additional murder.

8.  A recent paper by Lawrence Katz, Steven D. Levitt, and Ellen Shustorovich uses state-level panel data covering the period 1950 to 1990 to measure the relationship between prison conditions, capital punishment, and crime rates.
  They find that the non-execution death rate among prisoners (a proxy for prison conditions) has a significant, negative relationship with overall violent crime rates and property crime rates.  As expected, the execution rate has no statistically significant relationship with overall violent crime rates (which consist mainly of robbery and aggravated assault rates) and property crime rates; that is, executions have no effect on non-capital crimes.

The authors estimate several different models to test for a relationship between the execution rate and murder rates.  Although some specifications show no relationship, many estimations, and especially those that control for the economic and demographic differences among states, do produce a deterrent effect.

B.  Modern Economics Papers Using Other Techniques

1. Instead of a panel-data study, Dale O. Cloninger and Roberto Marchesini conduct a portfolio analysis in a type of controlled group experiment: the Texas unofficial moratorium on executions during most of 1996.
  They find that the moratorium appears to have caused additional homicides and that murder rates significantly decreased after the moratorium was lifted.

2. Harold J. Brumm and Dale O. Cloninger use cross-sectional data covering 58 cities in 1985 to distinguish between criminals’ perceived risk of punishment and the ex-post risk of punishment measured by arrest rates, conviction rates, or execution rates.
  They find that the perceived risk of punishment, including the probability of execution, is negatively and significantly correlated with the homicide commission rate.  

3. and 4. Two other papers, one by Isaac Ehrlich and Zhiqiang Liu and the other by Zhiqiang Liu, use Ehrlich’s original state-level, cross-section data.
  The study by Ehrlich and Liu offers a theory-based sensitivity analysis of estimated deterrent effects and finds that executions have a significant deterrent effect.  Liu’s study uses switching regression techniques in estimations that take into account the endogenous nature of the status of the death penalty.  He also finds a strong deterrent effect.

C.  Modern Papers in Sociology Journals



Sociologists have also studied the deterrent effect of capital punishment in several papers in sociology journals in the past decade.  Although they employ empirical analysis, the methods they use are often very different from the methods used by economists. 

1. John Cochran, Mitchell Chamlin, and Mark Seth examined the deterrence question using weekly, time-series data from Oklahoma from 1989-1991.
 Although their weekly data is very disaggregated by time, the researchers severely restrict the number of observations in their study by limiting their analyses to the state of Oklahoma: they have only 156 observations.  In fact, only one execution took place in Oklahoma during this period.  


Furthermore, the authors include no variables to control for demographic, economic, law enforcement, or other factors on murder rates.  The researchers conclude that there is no deterrent effect because they find no evidence of deterrence after the one execution during their sample period. 

2. William Bailey used the same data as Cochran, Chamlin, and Seth to explore the deterrence issue and finds no evidence of a deterrence effect.
  Although his data suffer from having few observations and only one execution, Bailey does extend the analyses to include control variables.

Moreover, Bailey examines the effect of executions in other states on Oklahoma’s murder rate.  Although most capital punishment studies have assumed that deterrence is limited to the state where the execution occurs, Bailey measures whether there is a cross-state effect.  He finds no evidence of a deterrent effect within states or across states.

3. A paper by Jon Sorensen, Robert Wrinkle, Victoria Brewer, and James Marquart tests the deterrence hypothesis in Texas.
   The authors use monthly time-series data from the state of Texas from 1984-1997 and find no deterrent effect when including the appropriate control variables.
 

4. James A. Yunker tests the deterrence hypothesis using two sets of post-moratorium data: state cross-section data from 1976 and 1997 and national time-series data from 1930-1997. 
 These data are vulnerable to many of the same criticisms as early economic studies: national time-series data may cause aggregation bias and cross-section data cannot consider trends in crime or law enforcement variables and are unable to control for omitted jurisdiction-specific variables that may affect crime.  He finds a strong deterrent effect in the time-series data that disappears when the data are limited to the 1930-1976 period.  Therefore, he concludes that postmoratorium data is critical in testing of the deterrence hypothesis.  

D. Modern Papers in Law Reviews


Two empirical papers testing capital punishment’s deterrent effect have been published in law reviews in the past decade.  I discuss each below.

1. Craig J. Albert tests the deterrence hypothesis using state-level panel data from 1982-1994.
   He includes many of the same control variables as Ehrlich did in his early studies.  Like Ehrlich, he also performs both ordinary least squares regressions and two-stage least squares regressions.  Despite using data and analytical methods similar to many economics papers that find a deterrent effect, Albert finds no evidence of a deterrent effect.

2.  Lisa Stolzenberg and Stewart J. D’Alessio use monthly data and a different statistical procedure from other papers to examine the relationship between the frequency of executions, newspaper publicity, and the incidents of murder in Houston, Texas.
  They examine the period from January, 1990 to December, 1994.  The authors include no control variables to capture changes in economic, demographic, or other factors during the time period.  The authors report no deterrent effect.

E.  A Theory for Reconciling the Results.


Although the results of all of the articles in economics journals support the deterrence hypothesis, this consensus does not cross disciplines.   Most of the articles in sociology journals and law reviews find no evidence of a deterrent effect.


The contrasting conclusions may all be correct if the deterrent effect differs across jurisdictions.  Because the studies examine different jurisdictions in different periods, some may examine jurisdictions that have an overall deterrent effect while others examine jurisdictions that experience no deterrence.  The rest of this paper will explore whether the deterrent effect differs across states, and possible causes of the differing deterrent effects.

IV. Testing the Deterrence Hypothesis Across States

A. Differences in the Application of Capital Punishment across States

There are great differences in the application of the death penalty across states.  For example, states vary widely in their definitions of capital crimes, their frequency of imposing capital sentences, their frequency of executions, their methods of execution, and the publicity their executions receive.  I propose that these important differences might affect the deterrent impact of each states’ executions.

Tables 1 – 4 present some of the important differences between states’ application of the death penalty.  Table 1 discusses the crimes punishable by death as of 2001.  Although it is difficult precisely to compare states’ laws for capitol punishment because states define first-degree murder and aggravating factors differently, we can see that there are important differences in the crimes punishable by death.  For example, in Georgia, any murder is technically a death-eligible crime—although, of course, the U.S. Constitution limits the reach of Georgia’s death penalty substantially.  In contrast, Alabama and Pennsylvania treat only first-degree murders with 18 aggravating circumstances to be punishable by death.

Although the legislation listed in Table 1 tells us what crimes could be punished by death in each state, states vary tremendously in how often they actually sentence people to death.  Table 2 reports the number of death row sentences imposed between 1977 and 1996; the table only includes information on states that have actually sentenced people to death during this period.  The numbers vary from an extreme high of 713 death row sentences in Florida to only one death row sentence in New York.

As with death sentences, the number of executions that states perform varies substantially.  The last two columns of Table 2 report each state’s number of executions performed between 1977 and 1996.  Twelve states do not have capital punishment laws: Alaska, Hawaii, Iowa, Maine, Massachusetts, Michigan, Minnesota, North Dakota, Rhode Island, Vermont, West Virginia, and Wisconsin.   Of the 38 states that currently have capital punishment laws, eleven had performed no executions prior to 1997: Colorado, Connecticut, Kansas, Kentucky, New Hampshire, New Jersey, New Mexico, New York, Ohio, South Dakota, and Tennessee.
  In contrast, Texas performed 107 executions between 1977 and 1997.

Table 3 lists the authorized methods of execution by state.  All states allow executions by lethal injection, some states allow prisoners to choose between lethal injection and electrocution, and Utah allows prisoners to be executed by firing squad if the inmates chose this method before the passage of legislation in 2004 banning the practice.

States also differ in how much publicity each execution receives.  Table 4 reports each state’s average number of newspaper articles and news transcripts found on Lexis-Nexis that covered each execution between 1997 and 1999.
   The numbers differ tremendously: Colorado and Ohio had averages of over 700 news reports (including both newspapers and transcripts) for each of their executions, probably because these were the first executions in the states.  At the other extreme, there was only one news transcript on Lexis-Nexis reporting on Montana’s 1998 execution.  


The substantial differences in both the application of capital punishment and publicity about it might cause differences in how effective each states’ executions are as a deterrent.  The next section will explore whether there are differences in the effectiveness of executions.

B. Empirical Model and Data


To measure capital punishment’s effect in different states, I use a well-known data set that has been used in several empirical studies of crime and one of my previous capital punishment papers.
  Because the data and techniques of this paper were accepted in a peer-reviewed journal and have become well-known in the capital punishment debate, I use the same data and similar analyses as before, except that I now test the effect of executions in different states.
  

I use a panel data set that covers 3,054 counties for the 1977-1996 period.  The county-level data allow me to include county-specific characteristics in my analysis, and therefore reduce the aggregation problem from which much of the literature suffers.  By controlling for these characteristics, I can better isolate the effect of punishment policy.

 


To test capital punishment’s effect in different states, I estimate a system of equations that represents the interaction between criminals and the criminal justice system.  Such systems are commonly used in empirical studies of crime, and especially in empirical studies of capital punishment.  A system of equations, instead of a single equation, is required because of the relationship between murder rates and the behavior of the police and court system.  Specifically, if there is a deterrent effect, then increases in the probability of arrest, probability of receiving a death row sentence, or probability of execution should cause murder rates to decrease.   However, the causal relationship could also run in the other direction: increases in murder rates could pressure police, prosecutors, judges, and juries to increase arrest rates, death row sentencing rates, and execution rates.  A single equation would be unable to capture the reverse causality and could produce biased, incorrect results.


The system has four equations: (1) one equation measures how murder rates respond to the deterrent variables and other demographic and economic factors, (2) the next equation measures the effect on the probability of arrest of murder rates and  police expenditures, (3) the next equation measures the effect on  the probability of a capital sentence of murder rates, expenditures on the judicial system, prison admissions, and a partisan influence variable that measures the political conservatism of a state’s voters, (4) and the final equation measures the effect on the probability of execution of murder rates, expenditures on the judicial system, and a partisan influence variable.  


The system of equations is the exact system used in my previous capital punishment paper,
 with one exception: instead of using one execution variable that estimates the average deterrent effect across all executions in all states, I use 50 execution variables that estimate the deterrent effect separately for each state.


For technically adept readers, the system is in symbols: 



[image: image1.wmf]t

i

t

t

i

t

i

i

t

i

t

i

i

t

i

TD

Z

s

Pe

SD

a

Ps

Pa

M

,

2

,

1

,

3

,

2

,

1

,

|

|

e

g

g

b

b

b

a

+

+

+

+

+

+

=

 ,


(1)



[image: image2.wmf]Pa

M

PE

TD

i

t

i

i

t

i

t

t

i

t

,

,

,

,

,

=

+

+

+

+

f

f

f

f

V

1

2

3

4

 ,




(2)



[image: image3.wmf]t

i

t

t

i

t

i

t

i

t

i

i

t

i

TD

PA

PI

JE

M

a

Ps

,

6

,

5

,

4

,

3

,

2

,

1

,

|

x

q

q

q

q

q

q

+

+

+

+

+

+

=

 ,


(3)


[image: image4.wmf]t

i

t

t

i

t

i

t

i

i

t

i

TD

PI

JE

M

s

Pe

,

5

,

4

,

3

,

2

,

1

,

|

z

y

y

y

y

y

+

+

+

+

+

=

 ,


(4)

where M is county murder rates, Pa is the arrest rate for murder in each county, Ps|a is the conditional probability of receiving a death sentence if arrested, Pe|s is the conditional probability of execution if sentenced to death row, Z is a series of economic and demographic variables, PE is police payroll expenditure, JE is public expenditure on all participants in the judicial system, PI is partisan influence as measured by the Republican presidential candidate’s percentage of the statewide vote in the most recent election, PA is prison admissions, TD is a set of time dummies that capture national trends in these perceived probabilities, and ( , , and   are error terms.  


The first equation measures the response of the behavior of criminals to the deterrent factors while controlling for a serious of other factors found in the series Z.  First, Z includes the aggravated assault and robbery rates because some murders are the by-products of violent activities such as aggravated assault and robbery.  


In addition, Z measures possible economic and demographic influences on crime.  Economic variables are used as proxy for legitimate and illegitimate earning opportunities.  An increase in legitimate earning opportunities increases the opportunity cost of committing crime, and should result in a decrease in the crime rate.  An increase in illegitimate earning opportunities increases the expected benefits of committing crime, and should result in an increase in the crime rate.  The economic variables that I use are real per capita personal income, real per capita unemployment insurance payments, and real per capita income maintenance payments.  The income variable measures both the labor market prospects of potential criminals and the amount of wealth available to steal.  The unemployment payments variable is a proxy for overall labor market conditions and the availability of legitimate jobs for potential criminals.  The transfer payments variable represents other nonmarket income earned by poor or unemployed people.


Demographic variables include population density, and six gender and race segments of the population ages 10-29 (male, female; black, white, other).  Population density is included to capture any relationship between drug activities in inner cities, which are correlated with population density, and the murder rate.  The age, gender and race variables represent the possible differential treatment of certain segments of the population by the justice system, changes in the opportunity cost of time through the life cycle, and gender/racially based differences in earning opportunities.


The control variables also include the state level National Rifle Association (NRA) membership rate.  It is possible that the level of gun ownership could affect the crime level, either up or down.


The last three equations capture the activities of law enforcement agencies and the criminal justice system in apprehending, convicting, and punishing perpetrators. Police and judicial/legal expenditure, PE and JE, represent spending on enforcement.  More expenditure should increase the productivity of law enforcement or increase the probabilities of arrest and conviction given arrest.  Partisan influence is used to capture any political pressure to get tough with criminals, a message popular with Republican candidates.  The influence is exerted through changing the makeup of the court system, such as the appointment of new judges or prosecutors that are “tough on crime.”  This affects the justice system and is, therefore, included in equations (3) and (4).  Prison admission is a proxy for the existing burden on the justice system; the burden may affect judicial outcomes.  This variable is defined as the number of new court commitments admitted during each year.
 Resources allocated to the respective agencies for this purpose affects their effectiveness, and thus enters these equations.


All four equations also include a set of time dummy variables that capture national trends and influences affecting all counties but varying over time. In addition, county dummies are included to control for unobservable variables that differ among counties, such as differences in crime, attitudes towards crime, or differences in the justice system.

I estimate the simultaneous system of equations (1) – (4) with a corrected
 two-stage least squares regression.


Following my earlier paper’s analysis, I estimate 6 different models.
 The models differ in the way the perceived probabilities of sentencing and execution are measured.  For model 1 the conditional execution probability is measured by executions at t divided by number of death sentences at t6.  For model 2 this probability is measured by number of executions at t+6 divided by number of death sentences at t.  The two ratios reflect forward looking and backward looking expectations, respectively.  The displacement lag of six years reflects the lengthy waiting time between sentencing and execution, which averages six years for the period I study.
  For the probability of sentencing given arrest, I use a two-year lag displacement, reflecting an estimated two-year lag between arrest and sentencing.  Therefore, the conditional sentencing probability for model 1 is measured by the number of death sentences at t divided by the number of arrests for murder at t2.  For model 2 this probability is measured by number of death sentences at t+2 divided by number of arrests for murder at t.  Because of the absence of an arrest lag, no lag displacement is used to measure the arrest probability.  It is simply the number of murder-related arrests at t divided by the number of murders at t.


For model 3, I use a six-year moving average to measure the conditional probability of execution given a death sentence.  Specifically, the probability at time t is defined as the sum of executions during (t+2, t+1, t, t-1, t-2, and t-3) divided by the sum of death sentences issued during (t-4, t-5, t-6, t-7, t-8, and t-9).  The six-year window length and the six-year displacement lag capture the average time from sentence to execution for my sample.  In a similar fashion, a two-year lag and a two-year window length is used to measure the conditional death sentencing probabilities.  Given the absence of an arrest lag, no averaging or lag displacement is used when computing arrest probabilities.


 Models 4, 5, and 6 are similar to models 1, 2 and 3 except for the way they treat undefined probabilities.  In several years some counties had no murders, and some states had no death sentences.  This rendered some probabilities in Models 1 – 3 undefined because of a zero denominator.  Estimates in Models 1 – 3 are obtained excluding these observations.


To avoid losing data points in Models 4 – 6, for any observation (county/year) where the probabilities of arrest or execution are undefined due to this problem, I substituted the relevant probability from the most recent year when the probability was not undefined.  I look back up to four years, because in most cases this eradicates the problem of undefined probabilities.  The assumption underlying such substitution is that criminals will use the most recent information available in forming their expectations.  So a person contemplating committing a crime at time t will not assume that he will not be arrested if no crime was committed, and hence no arrest was made, during this period.  Rather, he will form an impression of the arrest odds based on arrests in recent years.  This approach mirrors that in earlier published research.
  Models 4 – 6 use this substitution rule to compute probabilities when they are undefined.

C. Empirical Results


The results are striking.  Executions deter murder in a few states, have no impact in a few more, but increase murders in many more states.


The results of the two-stage least squares, weighted estimation with fixed effects is reported in Table 5.  The simultaneous equation system (1) – (4) is estimated for each model separately, but the results of only the murder equation (1) are reported in the table.  


The table reports the total effect of the execution probability on the murder rate in each state.  For each state and model, the regression coefficient (top number) indicates the magnitude and direction of the effect.  A negative coefficient indicates deterrence and a positive coefficient indicates that executions increase murders.  An increase in murders following executions is often referred to as a “brutalization effect” in the capital punishment literature.  Executions create an atmosphere of brutality that spurs criminal to more violence.  


Not all of the results are statistically significant.  The table also reports the t-statistics (bottom number) for each state and model.  T-statistics equal to or greater than 1.645 are considered statistically significant at the 10% level and t-statistics equal to or greater than 1.96 are considered statistically significant at the 5% level.  A t-statistic of 1.645 means that we can be 90% certain that the coefficient is different from zero. Empiricists typically require t-statistics of at least 1.645 to conclude that the one variable affects another in the direction indicated by the coefficient.  


The results indicate that, among the 27 states that had at least one execution during the sample period, there are states where executions deter murders, states where executions have no effect on murder, and states where executions increase murders.  The results vary by both state and model.  


To permit interpretation of the results in Table 4, I transform the coefficients into each state’s median increase or decrease in number of murders after one execution.
    


Each state’s median increase or decrease in murders per execution is graphed in Figure 1.  We can see that the executions in 6 states have a deterrent effect.   For these states, the median decrease in the number of murders from each execution ranges from 61 in South Carolina to 6 in Nevada.  Eight states experience no change in murders after executions.


In contrast, thirteen states have a median increase in murders after each execution, suggesting a brutalization effect.  The magnitude of the increase ranges from 3 in Oklahoma to 175 in Oregon and Utah.


Figure 1 reports a very different picture from the previous empirical studies that found a deterrent effect of executions: many states experience a brutalization effect from executions and far fewer states have a deterrent effect.


However, Figure 1 is not inconsistent with the deterrent findings in the previous papers.  The weighted average of the increases or decreases shown in figure 1, where the weights are each state’s total number of executions between 1977 and 1996, is a negative 4.5; each execution deters, on average 4.5 fewer murders.  That is, when estimating the average effect on murders across all states, instead of estimating separate effects for each state, the results indicate a deterrent effect.
  When all states are lumped together, the deterrent effect in six states conceals both the brutalization effect in 13 states and the complete absence of effect in the rest.

V. A Threshold Effect Explains Capital Punishment’s Differing Impacts Across States


I now examine possible causes of the different effects of executions in different states.  First, I examine summary statistics of the characteristics of states with a deterrent effect, states with no effect, and states with a brutalization effect.  Then, I perform additional regressions on the characteristics that differ significantly among the three groups of states.  Finally, I discuss the results’ implications.


The analysis suggests a threshold effect.  In states with fewer than a threshold of approximately nine executions, each execution increases the number of murders.  In states that exceed the threshold, executions deter murder.
A. Summary Statistics


I group the states that had at least one execution into three groups: states with a deterrent effect (Delaware, Florida, Georgia, Texas, South Carolina, and Nevada), states with no effect (Alabama, Mississippi, Missouri, Montana, Nebraska, North Carolina, Pennsylvania, and Wyoming), and states with a brutalization effect (Arizona, Arkansas, California, Idaho, Illinois, Indiana, Louisiana, Maryland, Oklahoma, Oregon, Utah, Virginia, and Washington).  


Table 6 reports the mean and median values of certain characteristics for each group.  I also perform mean comparison tests between the states with a deterrent effect and all other states.  The results of this test indicate whether the difference between the means is statistically significant. 


Amount of Capital Punishment.  First, I examine differences between the groups in their total number of executions and total number of death row sentences to determine if the frequency of executions or death row sentences is related to a state’s deterrent or brutalization effect.  The execution numbers differ tremendously; states with a deterrent effect performed an average of 32 executions between 1977 and 1996, states with no effect performed an average of 6.7 executions, and states with a brutalization effect performed an average of 8.6 executions during this period.  


The pattern is slightly different for death row sentences.  Deterrent states have the most death row sentences, but brutalization states now have the fewest death row sentences and no-effect states average slightly more than brutalization states.


Mean comparison tests indicate that the average total number of executions are statistically different among the groups at the 5% level.  The average values of the total number of death row sentences are statistically different at the 10% level.


Publicity.  I also examine differences among the groups in how much publicity each execution receives, characteristics of the people executed, and the method of execution.  If executions are to have any effect on murders, the publicity surrounding each execution should influence the magnitude of the effect.
  However, mean-comparison tests indicate that there is no statistically significant difference between deterrent states and other states in the average publicity per execution.
  The higher mean publicity for states with no effect and brutalization states is caused by the states that performed their first execution during this time; first executions typically receive substantial news coverage.  More comparable median values confirm this.


Characteristics of executed person.  I explore differences in the types of people executed to determine whether this influences the different effect of capital punishment in the states.  Regression results from a separate project confirm that the deterrent effect is larger for executions of people who have killed multiple victims (instead of one victim), executions of people with no prior felony record, and executions of people who were not on probation or parole or had escaped from prison.
  However, the mean and median values of these characteristics are similar across the deterrent states, brutalization states, and the no-effect states.  Moreover, mean comparison tests indicate that there is no significant difference in the types of people executed among the three groups of states.


Method of execution.  Finally, I compare the average method of execution between the groups.  During this period, most executions were performed by electrocution or lethal injection. Other studies have found that electrocution deters more people than lethal injection.
  Although deterrent states appear to have used electrocution more frequently than other states, the difference between the means is not statistically significant.  


The Threshold Effect.  The only characteristics that vary significantly between deterrent states and non-deterrent states are the total number of executions performed in the state and the total number of death row sentences imposed in the state.  Not only is the overall deterrent effect larger with a greater number of executions or death row sentences, the deterrent effect per execution is also larger.  


The summary statistics suggest that deterrence is subject to a threshold effect; executions begin to deter murders only after some threshold number of executions has been performed.   Most likely, once the threshold number has been reached, potential criminals realize that the possibility of execution is a real threat instead of a rare event.  Only then do potential criminals begin to change their behavior; they commit fewer murders to avoid the risk of execution.  However, until the state reaches the threshold number of executions, each execution increases murder.
B. Regression Results


I perform additional regressions to explore the threshold effect in more detail.   First, I perform a spline regression to examine how the relationship between murders and executions changes as a state’s total number of executions increases.  Then, I perform a dummy-variable regression to examine the effect on murder rates of conducting executions when states are below the threshold compared to above the threshold.  Unreported regressions exploring the relationship between murder and the number of executions per prisoner yield similar results to those reported below.

i. Spline Regression

A spline regression is a tool used when there may be a structural change in the relationship between two variables.
  Spline regressions test for knots, or thresholds, in the murder rate as a state’s total number of executions increases. 

Thus, spline regressions are useful when it is believed that the direction of capital punishment’s effect on murder depends on how many executions a state has performed.  The summary statistics suggest that states may experience a brutalization effect as they begin to perform executions, but at some threshold level, a deterrent effect emerges.  

The system of equations is similar to the system I used to estimate separate deterrent effects for individual states.  However, the death row sentence and execution variables are replaced with variables that measure the number of executions when states are below the threshold number and the number when they are above the threshold.  The system of equations I estimate is:
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All variables are defined as above, and the variable ψi,t represents the below-threshold number of executions and above-threshold number of executions.  The summary statistics suggest that the threshold may occur around nine executions total since 1977.  A threshold of nine executions is above the mean total number for brutalization states but below the median total number for deterrent states.  My regression will test for the existence of this threshold by measuring the effect on murder rates of additional executions when states have performed less than 9 executions since 1977 versus when they have performed 9 or more executions since 1977.


The results of the spline regression are reported in the first column of Table 6.  I report both the coefficients and the t-statistics for the variable measuring the number of below-threshold executions and for the variable measuring the number of above-threshold executions.  The coefficients represent the slope of the relationship between the total number of executions performed before that date and murder rates.


The results suggest that below-threshold executions have a brutalization effect and above-threshold executions have a deterrent effect.  The statistically significant, positive coefficient for the below-threshold variable indicates that, when states have conducted less than 9 executions, each execution increases the murder rate.  The statistically significant, negative coefficient for the above-threshold variable indicates that, when states have performed 9 or more executions, each execution decreases the murder rate.


I also test other numbers, instead of nine, as the possible threshold level.  Although I don’t report the coefficients from all of these regressions, the results indicate that the threshold number is somewhere between 6 and 11 executions.  Thresholds between 6 and 11 produce statistically-significant coefficients that are similar in magnitude to the coefficients when 9 is treated the threshold level; thresholds below 6 and above 11 produce statistically insignificant results.  Thus, the exact threshold is likely state-specific; it will vary between six and eleven depending on the state’s characteristics.

ii. Dummy-Variable Regressions


I also perform dummy-variable regressions to test the presence of a threshold effect.  Whereas the spline regression estimates the change in murder rates with each additional execution when the state’s total number of executions is below versus above the threshold, a dummy-variable regression estimates the effect on murder rates of simply being a below-threshold state versus an above-threshold state.  That is, a spline regression answers the question: “What is the effect on murder rates of performing one more execution if a state has performed fewer than 9 (or other possible threshold) executions?”  A dummy-variable regression answers the question: “What is the effect on murder rates of having performed fewer than 9 executions?”


The dummy-variable regression will estimate a system of equations similar to the spline regression’s system of equations:
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where BT stands for “below the threshold” and takes values of 1 if a state has performed  between 1 and 9 executions between 1977 and the year in question, and 0 otherwise.  The variable AT stands for “above the threshold” and takes values of 1 if a state has performed 9 or more executions between 1977 and the year in question, and is 0 otherwise.  The coefficient on BT is the difference in murder rates between states that have performed between 1 and 9 executions and states that either have performed no executions or 9 or above executions.  The coefficient on AT is the difference in murder rates between states that have performed between 1 and 9 executions and states that have performed either no executions or less than 9 executions.


The results of the dummy variable regression are reported in the second column of Table 6.  The statistically significant, negative coefficient on the below-the-threshold variable indicates that executions have a brutalization effect when states have performed fewer than the 9 executions.  The statistically significant, positive coefficient on the above-the-threshold variable indicates that executions have a deterrent effect when states have performed 9 or more executions.


C.  The Results’ Implications.


The results of the summary statistics, spline regression, and dummy-variable regressions are consistent.  As states begin to perform executions, executions have a brutalization effect and murder rates increase.  However, when the number of executions reaches some threshold level, executions begin to have a deterrent effect and murder rates decrease; only after several people have been executed do criminals begin to view execution as a real threat and decrease their commission of murder.  


However, it is less obvious why early executions have a brutalization effect.  It is argued that the brutalization effect is the consequence of the “beastly example” that executions present.
  Executions devalue human life and “demonstrate that it is correct and appropriate to kill those who have gravely offended us.”
  Thus, the lesson taught by capital punishment may be “the legitimacy of lethal vengeance, not of deterrence.”
 


My results suggest that the brutalization effect is always present after executions; executions incite some people to commit murder.  However, when states have performed above the threshold level of executions, the deterrent effect is greater than the brutalization effect.  Although there may still be some people who are induced to kill after an execution, there are more people who are deterred from killing because they view the possibility of being executed as a real threat.


There could be other, unmeasurable factors that determine whether states experience deterrence, no effect, or brutalization.  This is suggested by the fact that not all states that have performed many executions experience deterrence and not all states that have performed few executions experience brutalization.  However, my statistically significant empirical results indicate that the number of executions a state has performed is an extremely important determinant of capital punishment’s effect in the state.

VI. Conclusion

Using a large data set of all U.S. counties during 1977 to 1996 , I have examined whether capital punishment’s impacts on murder rates differ among states.  The results are striking.  Of the 27 states in which at least one execution occurred during the sample period, capital punishment deters murder in only six states.  In contrast, in 13 states, or more than twice as many, capital punishment actually increases murder.  In eight states, capital punishment has no effect on the murder rate.

Equivalently, in only 22% of states did executions have a deterrent effect.  In contrast, executions induced additional murders in 48% of states.  Executions created no deterrence in 78% of states.

The paper then explored the threshold effect that explains why a few states have deterrence but many more others have just the opposite.  On average, the states where capital punishment deters murder execute many more people than do the states where capital punishment deters crime.  I show that a threshold number of executions exists, which is approximately nine executions during the sample period.  In states that conducted more executions than the threshold, each execution deterred murder.  In states that conducted fewer executions than the threshold, the executions increased the murder rate.

Perhaps each execution contributes to brutalizing the society and increasing murder.  However, if a state executes many people, then criminals become convinced that the state is serious about the punishment, and the criminals start to reduce their criminal activity.  When the number of executions exceeds the threshold, the deterrence effect begins to outweigh the brutalization effect.


The results suggest that earlier economic papers’ focus on national averages masked variation among states.  When the large number of executions in the deterrence states are averaged in with the small number of executions in all of the other states, the large deterrent effect in the deterrence states dominates the opposite brutalization effect in the other states.  Thus the result from earlier economics papers: on average, an execution in the U.S. deters crime.  However, this paper shows that these averages are powered by the six high-execution, high-deterrence states.  In most states, capital punishment either increases murder or has no effect.


The results also explain the findings of no deterrence in papers that have focused on individual states, rather than on the nation as a whole.  As the results here show, in 78% of states, executions do not deter murder.


The paper’s results have important policy implications.  A state would need to recognize that, to achieve deterrence, it could not establish a modest execution program.  Unless the state executed enough people to exceed the threshold, then the executions would increase murders, not deter them.  For legal, moral, and religious reasons, people in many states may be unwilling to establish such a large execution program.  Likewise, if deterrence is a main goal, then perhaps the 78% of states where executions either increase murder or have no effect should reconsider their policies.

Table 1: Crimes Punishable by the Death Penalty, by State

	Alabama.
	 Intentional murder with 18 aggravating factors (13A-5-40(a)(1)-(18)). 

	Arizona. 
	First-degree murder accompanied by at least 1 of 10 aggravating factors (A.R.S 13-703(F)). 

	Arkansas. 
	Capital murder (Ark. Code Ann. 5-10-101) with a finding of at least 1 of 10 aggravating circumstances; treason. 

	California.
	 First-degree murder with special circumstances; train wrecking; treason; perjury causing execution. 

	Colorado. 
	First-degree murder with at least 1 of 15 aggravating factors; treason. 

	Connecticut.
	 Capital felony with 8 forms of aggravated homicide (C.G.S. 53a-54b). 

	Delaware.
	 First-degree murder with aggravating circumstances. 

	Florida. 
	First-degree murder; felony murder; capital drug trafficking; capital sexual battery. 

	Georgia. 
	Murder; kidnapping with bodily injury or ransom when the victim dies; aircraft hijacking; treason. 

	Idaho.
	 First-degree murder with aggravating factors; aggravated kidnapping. 

	Illinois.
	 First-degree murder with 1 of 15 aggravating circumstances. 

	Indiana. 
	Murder with 16 aggravating circumstances (IC 35-50-2-9). 

	Kansas. 
	Capital murder with 7 aggravating circumstances (KSA 21-3439). 

	Kentucky. 
	Murder with aggravating factors; kidnapping with aggravating factors (KRS 532.025). 

	Louisiana. 
	First-degree murder; aggravated rape of victim under age 12; treason (La. R.S. 14:30, 14:42, and 14:113). 

	Maryland. 
	First-degree murder, either premeditated or during the commission of a felony, provided that certain death eligibility requirements are satisfied. 

	Mississippi. 
	Capital murder (97-3-19(2) MCA); aircraft piracy (97-25-55(1) MCA). 

	Missouri.
	 First-degree murder (565.020 RSMO 1994). 

	Montana.
	 Capital murder with 1 of 9 aggravating circumstances (46-18-303 MCA); capital sexual assault (45-5-503 MCA). 

	Nebraska. 
	First-degree murder with a finding of at least 1 statutorily-defined aggravating circumstance. 

	Nevada. 
	First-degree murder with at least 1 of 14 aggravating circumstances (NRS 200.030, 200.033, 200.035). 

	New Hampshire. 
	Six categories of capital murder (RSA 630:1, RSA 630:5). 

	New Jersey. 
	Knowing/purposeful murder by one's own conduct; contract murder; solicitation by command or threat in furtherance of a narcotics conspiracy (NJSA 2C:11-3C). 

	

	Table 1: Crimes Punishable by the Death Penalty, by State (continued)



	New Mexico. 
	First-degree murder with at least 1 of 7 statutorily-defined aggravating circumstances (Section 30-2-1 A, NMSA). 

	New York.
	 First-degree murder with 1 of 12 aggravating factors.  (Note: On June 24, 2004, the New York death penalty statute was ruled unconstitutional)

	North Carolina.
	 First-degree murder (NCGS ¤14-17). 

	Ohio.
	 Aggravated murder with at least 1 of 9 aggravating circumstances (O.R.C. secs. 2903.01, 2929.02, and 2929.04). 

	Oklahoma. 
	First-degree murder in conjunction with a finding of at least 1 of 8 statutorily defined aggravating circumstances. 

	Oregon. 
	Aggravated murder (ORS 163.095). 

	Pennsylvania
	 First-degree murder with 18 aggravating circumstances. 

	South Carolina. 
	Murder with 1 of 10 aggravating circumstances (¤ 16-3-20(C)(a)). 

	South Dakota. 
	First-degree murder with 1 of 10 aggravating circumstances; aggravated kidnapping. 

	Tennessee.
	 First-degree murder with 1 of 14 aggravating circumstances. 

	Texas. 
	Criminal homicide with 1 of 8 aggravating circumstances (TX Penal Code 19.03). 

	Utah. 
	Aggravated murder (76-5-202, Utah Code annotated). 

	Virginia. 
	First-degree murder with 1 of 12 aggravating circumstances (VA Code ¤ 18.2-31).

	Washington.
	 Aggravated first-degree murder. 

	Wyoming.
	 First-degree murder. 


Source: The Bureau of Justice Statistics, Capital Punishment 2001, (December 2002, NCJ 190598).

Table 2: Executions and Death Row Sentences: 1977-1996 

	State
	Number of Death Row Sentences
	Number of Executions

	Alabama
	294
	13

	Arizona
	207
	6

	Arkansas
	90
	12

	California
	560
	4

	Colorado
	12
	0

	Connecticut
	6
	0

	Delaware
	22
	8

	Florida
	713
	38

	Georgia
	226
	22

	Idaho
	34
	1

	Illinois
	262
	8

	Indiana
	82
	4

	Kentucky
	60
	0

	Louisiana
	128
	23

	Maryland
	47
	1

	Mississippi
	133
	4

	Missouri
	142
	23

	Montana
	10
	1

	Nebraska
	19
	2

	Nevada
	119
	6

	New Jersey
	48
	0

	New Mexico
	13
	0

	New York
	1
	0

	North Carolina
	308
	8

	Ohio
	249
	0

	Oklahoma
	238
	8

	Oregon
	52
	1

	Pennsylvania
	283
	2

	South Carolina
	129
	11

	South Dakota
	2
	0

	Tennessee
	142
	0

	Texas
	668
	107

	Utah
	17
	5

	Virginia
	104
	37

	Washington
	28
	2

	Wyoming
	5
	1


Table 3: Methods of Execution by State

	Alabama
	Effective 7/1/02, lethal injection will be administered unless the inmate requests electrocution.

	Arizona
	Authorizes lethal injection for persons sentenced after 11/15/92; those sentenced before that date may select lethal injection or lethal gas.

	Arkansas
	Authorizes lethal injection for persons committing a capital offense after 7/4/83; those who committed the offense before that date may select lethal injection or electrocution.

	California
	Provides that lethal injection be administered unless the inmate requests lethal gas.

	Colorado
	Lethal injection is the sole method.

	Connecticut
	Lethal injection is the sole method.

	Delaware
	Lethal Injection is the sole method.  Hanging was an alternative for those whose offense occurred prior to 6/13/86, but as of July 2003 no inmates on death row were eligible to choose this alternative and Delaware dismantled its gallows.

	Florida
	Allows prisoners to choose between lethal injection and electrocution

	Georgia
	Lethal injection is the sole method. (On October 5, 2001, the Georgia Supreme Court held that the electric chair was cruel and unusual punishment and struck down the state's use of the method)

	Idaho
	Authorizes firing squad only if lethal injection is "impractical".

	Illinois
	Lethal injection is the state's method. However, it authorizes electrocution if lethal injection is ever held to be unconstitutional.

	Indiana
	Lethal injection is the sole method.

	Kansas
	Lethal injection is the sole method.

	Kentucky
	Authorizes lethal injection for those convicted after March 31, 1998; those who committed the offense before that date may select lethal injection or electrocution

	Louisiana
	Lethal injection is the sole method.

	Maryland
	Authorizes lethal injection for those whose capital offenses occurred on or after 3/25/94; those who committed the offense before that date may select lethal injection or lethal gas.

	Mississippi
	Lethal injection is the sole method.

	Missouri
	Authorizes lethal injection or lethal gas; the statute leaves unclear who decides what method to use, the inmate or the Director of the Missouri Department of Corrections.

	Montana
	Lethal injection is the sole method.

	Nebraska
	Electrocution is the sole method.

	Nevada
	Lethal injection is the sole method.

	New Hampshire
	Authorizes hanging only if lethal injection cannot be given.

	New Jersey
	Lethal injection is the sole method.

	New Mexico
	Lethal injection is the sole method.

	New York
	Lethal injection is the sole method.

	North Carolina
	Lethal injection is the sole method.

	Ohio
	Lethal injection is the sole method.

	Table 3: Methods of Execution by State (continued)



	Oklahoma
	Authorizes electrocution if lethal injection is ever held to be unconstitutional and firing squad if both lethal injection and electrocution are held unconstitutional.

	Oregon
	Lethal injection is the sole method.

	Pennsylvania
	Lethal injection is the sole method.

	South Carolina
	Allows prisoners to choose between lethal injection and electrocution

	South Dakota
	Lethal injection is the sole method.

	Tennessee
	Authorizes lethal injection for those sentenced after Jan. 1, 1999; others choose between the electric chair and lethal injection.

	Texas
	Lethal injection is the sole method.

	Utah
	Lethal Injection is the sole method of execution.  Firing squad was chosen by some inmates prior to the passage of legislation banning the practice, and is only available for those inmates.

	Virginia
	Allows prisoners to choose between lethal injection and electrocution

	Washington
	Provides that lethal injection be administered unless the inmate requests hanging.

	Wyoming
	Authorizes lethal gas if lethal injection is ever held to be unconstitutional.


Source: Bureau of Justice Statistics, Capital Punishment 1996 Bulletin, Table 2 (Dec. 1997); updated by Death Penalty Information Center

Table 4: Average Publicity per Execution, by State: 1997-1999

	statename
	Average Newspaper Coverage
	Average News Transcripts Coverage

	Alabama
	5
	17

	Arizona
	17
	41

	Arkansas
	21
	8

	California
	17
	184

	Colorado
	365
	424

	Delaware
	5
	21

	Florida
	37
	143

	Georgia
	7
	0

	Illinois
	43
	47

	Indiana
	50
	50

	Kentucky
	18
	60

	Louisiana
	12
	24

	Maryland
	80
	201

	Missouri
	22
	35

	Montana
	0
	1

	Nebraska
	32
	15

	Nevada
	23
	21

	North Carolina
	11
	31

	Ohio
	123
	592

	Oklahoma
	10
	26

	Oregon
	77
	81

	Pennsylvania
	0
	15

	South Carolina
	7
	6

	Texas
	10
	28

	Utah
	44
	89

	Virginia
	14
	31

	Washington
	71
	16


Table 5: Individual State Effects of the Probability of Execution on the Murder Rate

	STATE
	Model 1
	Model 2
	Model 3
	Model 4
	Model 5
	Model 6

	Alabama
	0.05
	-2.50
	1.44
	1.80
	-3.22
	2.53

	
	0.02
	-2.47
	0.66
	1.12
	-4.91
	1.42

	Arizona
	6.92
	2.82
	8.50
	9.43
	1.29
	11.03

	
	2.97
	1.56
	3.42
	4.70
	1.01
	4.90

	Arkansas
	10.76
	7.60
	14.74
	13.26
	3.64
	20.40

	
	2.60
	2.92
	2.42
	4.10
	1.29
	4.43

	California
	12.55
	20.32
	27.54
	12.45
	-2.12
	22.95

	
	4.46
	7.73
	6.26
	4.90
	-1.36
	6.50

	Delaware
	-16.23
	-8.72
	-14.67
	-13.46
	-9.31
	-15.94

	
	-1.43
	-1.62
	-1.50
	-2.29
	-2.74
	-1.89

	Florida
	-32.96
	-7.66
	-39.68
	-33.96
	-16.18
	-38.93

	
	-15.96
	-6.13
	-15.90
	-19.10
	-21.35
	-18.24

	Georgia
	-10.64
	-1.39
	-9.08
	-11.81
	-4.38
	-9.56

	
	-5.76
	-1.26
	-4.29
	-7.61
	-5.70
	-5.43

	Idaho
	1.95
	5.34
	1.66
	9.13
	3.78
	11.32

	
	0.45
	1.67
	0.43
	3.22
	1.97
	4.05

	Illinois
	11.63
	-0.01
	27.28
	15.20
	2.72
	27.41

	
	3.71
	0.00
	7.61
	6.29
	1.49
	9.11

	Indiana
	9.01
	2.12
	11.26
	7.35
	0.25
	8.54

	
	4.09
	1.71
	4.53
	4.49
	0.32
	4.68

	Louisiana
	22.51
	-0.36
	39.33
	18.10
	-1.09
	27.28

	
	8.38
	-0.22
	10.14
	8.49
	-0.98
	10.07

	Maryland
	7.14
	4.07
	11.22
	12.03
	2.76
	17.75

	
	2.49
	2.05
	3.33
	5.74
	2.14
	6.41

	Mississippi
	0.12
	2.82
	-0.75
	2.57
	1.40
	3.36

	
	0.05
	1.96
	-0.23
	1.19
	1.46
	1.36

	Missouri
	-0.81
	26.88
	3.41
	1.03
	41.13
	4.09

	
	-0.31
	10.37
	1.10
	0.49
	24.25
	1.59

	Montana
	30.62
	1.24
	24.08
	14.64
	3.40
	16.28

	
	1.62
	0.11
	1.56
	1.90
	0.90
	1.81

	Nebraska
	11.03
	3.37
	-2.93
	2.33
	-0.84
	1.93

	
	1.09
	0.97
	-0.92
	0.98
	-0.73
	0.81

	Nevada
	-1.56
	-7.76
	4.58
	-5.49
	-11.56
	6.03

	
	-0.41
	-2.45
	1.19
	-1.81
	-5.97
	1.65

	North Carolina
	-2.80
	1.66
	-2.32
	0.70
	-0.93
	1.26

	
	-1.69
	1.26
	-1.24
	0.50
	-1.38
	0.82

	
	
	
	
	
	
	

	Table 5 (continued): Individual State Effects of the Probability of Execution on the Murder Rate



	Oklahoma
	8.95
	-0.02
	9.43
	6.67
	-1.03
	6.91

	
	4.25
	-0.01
	4.01
	3.98
	-1.12
	3.91

	Oregon
	10.76
	7.09
	12.85
	11.49
	5.26
	15.25

	
	2.81
	1.84
	3.37
	4.34
	2.48
	4.70

	Pennsylvania
	-2.62
	1.22
	-0.53
	4.62
	0.99
	4.97

	
	-1.02
	0.81
	-0.16
	2.33
	0.89
	1.96

	South Carolina
	-12.10
	-4.27
	-13.49
	-10.16
	-6.24
	-10.73

	
	-5.89
	-3.48
	-6.09
	-6.04
	-9.59
	-5.80

	Texas
	-17.68
	-2.41
	-16.00
	-17.54
	-9.95
	-15.28

	
	-16.65
	-2.97
	-14.87
	-19.84
	-19.13
	-17.18

	Utah
	9.59
	12.03
	4.24
	9.54
	9.33
	9.23

	
	2.68
	4.55
	1.48
	4.28
	4.90
	3.66

	Virginia
	6.84
	8.03
	7.38
	6.52
	2.25
	8.98

	
	3.94
	8.16
	3.81
	4.63
	3.71
	5.91

	Washington
	5.56
	4.64
	11.35
	11.90
	4.98
	16.64

	
	1.38
	1.76
	3.46
	5.54
	2.81
	6.02

	Wyoming
	4.86
	-14.87
	1.84
	2.84
	-3.38
	6.79

	
	0.39
	-1.01
	0.30
	0.71
	-1.24
	1.73


Table 6. Characteristics of States where Executions Deter Murders, Executions have No Effect on Murders, and Executions Increase Murders

	
	States with Deterrent Effect
	States with no Effect
	States with Brutalization Effect
	 T-statistic from Mean Comparison Test between Deterrent States and Other States

	Total Number of Executions
	32 (mean)

16.5 (median)
	6.7

3
	8.6

5
	2.71*

	Total Number of Death Row Sentences
	312.8

177.5
	149.3

137.5
	142.2

90
	1.97+

	Average Publicity per Execution
	63.8

54.8
	36.6

37
	116.2

80.5
	.76

	% of Executions that were Single-Victim Offenders
	70.7

81.1
	80.1

89.1
	50.37

62.5
	.58

	% of Executions that were Offenders with No Prior Felony Record
	24.6

22.5
	41.2

27.3
	18.2

16.7
	.17

	% of Executions that were Offenders not on Probation, Parole, Escape, or Imprisoned
	50.4

47.0
	87.4

100
	42.6

50
	.62

	% of Executions by Electrocution
	34.67

10
	25

0
	12.02

0
	1.04


Notes: The mean (top number) and median (bottom number) of each variable are reported. “*” indicates that the ttest is significant at the 5% level; “+” indicates that the ttest is significant at the 10% level.

Table 7.  Relationship between the Number of Executions since 1977 and Murder Rates

	Variables
	Coefficients/T-statistics

	
	Spline Regression
	Dummy-Variable Regression

	Below-the-Threshold States: States with 1 – 8 executions
	.05

1.99
	.28

3.68

	Above the Threshold States: States with 9 or more executions
	-.04

10.52
	-1.23

10.51


Figure 1: Individual State Deterrent Effects:

Number of Murders Deterred or Incited by an Average Execution
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		statename		Number of Death Row Sentences		% of Death Row Sentences per Prisoner		Number of Executions		% of Executions per Prisoner

		Alabama		294		0.1543		13		0.0045

		Arizona		207		0.1401		6		0.0016

		Arkansas		90		0.0923		12		0.0074

		California		560		0.0529		4		0.0002

		Colorado		12		0.0157		0		0.0000

		Connecticut		6		0.0040		0		0.0000

		Delaware		22		0.0560		8		0.0138

		Florida		713		0.1110		38		0.0053

		Georgia		226		0.0719		22		0.0056

		Idaho		34		0.1220		1		0.0018

		Illinois		262		0.0678		8		0.0011

		Indiana		82		0.0429		4		0.0018

		Kentucky		60		0.0560		0		0.0000

		Louisiana		128		0.0454		23		0.0073

		Maryland		47		0.0184		1		0.0003

		Mississippi		133		0.1190		4		0.0031

		Missouri		142		0.0628		23		0.0065

		Montana		10		0.0374		1		0.0025

		Nebraska		19		0.0586		2		0.0034

		Nevada		119		0.1529		6		0.0078

		New Jersey		48		0.0170		0		0.0000

		New Mexico		13		0.0295		0		0.0000

		New York		1		0.0002		0		0.0000

		North Carolina		308		0.0831		8		0.0021

		Ohio		249		0.0534		0		0.0000

		Oklahoma		238		0.1382		8		0.0024

		Oregon		52		0.0466		1		0.0007

		Pennsylvania		283		0.0850		2		0.0003

		South Carolina		129		0.0582		11		0.0034

		South Dakota		2		0.0066		0		0.0000

		Tennessee		142		0.0832		0		0.0000

		Texas		668		0.0783		107		0.0089

		Utah		17		0.0529		5		0.0146

		Virginia		104		0.0387		37		0.0096

		Washington		28		0.0208		2		0.0009

		Wyoming		5		0.0389		1		0.0047





Sheet2

		statename		Average Newspaper Coverage		Average News Transcripts Coverage

		Alabama		5		17

		Arizona		17		41

		Arkansas		21		8

		California		17		184

		Colorado		365		424

		Delaware		5		21

		Florida		37		143

		Georgia		7		0

		Illinois		43		47

		Indiana		50		50

		Kentucky		18		60

		Louisiana		12		24

		Maryland		80		201

		Missouri		22		35

		Montana		0		1

		Nebraska		32		15

		Nevada		23		21

		North Carolina		11		31

		Ohio		123		592

		Oklahoma		10		26

		Oregon		77		81

		Pennsylvania		0		15

		South Carolina		7		6

		Texas		10		28

		Utah		44		89

		Virginia		14		31

		Washington		71		16
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Sheet5

		State		Executions 1977-1996

		Alabama		13

		Alaska		0

		Arizona		6

		Arkansas		12

		California		4

		Colorado		0

		Connecticut		0

		Delaware		8

		District of Columbia		0

		Florida		38

		Georgia		22

		Hawaii		0

		Idaho		1

		Illinois		8

		Indiana		4

		Iowa		0

		Kansas		0

		Kentucky		0

		Louisiana		23

		Maine		0

		Maryland		1

		Massachusetts		0

		Michigan		0

		Minnesota		0

		Mississippi		4

		Missouri		23

		Montana		1

		Nebraska		2

		Nevada		6

		New Hampshire		0

		New Jersey		0

		New Mexico		0

		New York		0

		North Carolina		8

		North Dakota		0

		Ohio		0

		Oklahoma		8

		Oregon		1

		Pennsylvania		2

		Rhode Island		0

		South Carolina		11

		South Dakota		0

		Tennessee		0

		Texas		107

		Utah		5

		Vermont		0

		Virginia		37

		Washington		2

		West Virginia		0

		Wisconsin		0

		Wyoming		1





Sheet4

		STATE		Model 1		Model 2		Model 3		Model 4		Model 5		Model 6

		Alabama		0.05		-2.50		1.44		1.80		-3.22		2.53

				0.02		-2.47		0.66		1.12		-4.91		1.42

		Alaska		-11.13		-9.69		-9.67		-13.24		-12.75		-11.65

				-2.23		-2.72		-1.90		-3.34		-5.90		-2.77

		Arizona		6.92		2.82		8.50		9.43		1.29		11.03

				2.97		1.56		3.42		4.70		1.01		4.90

		Arkansas		10.76		7.60		14.74		13.26		3.64		20.40

				2.60		2.92		2.42		4.10		1.29		4.43

		California		12.55		20.32		27.54		12.45		-2.12		22.95

				4.46		7.73		6.26		4.90		-1.36		6.50

		Colorado		-1.20		6.37		5.99		6.79		0.67		7.33

				-0.24		2.12		2.63		3.64		0.61		3.84

		Connecticut		2.08		1.28		12.42		4.68		0.14		8.92

				0.54		0.45		2.62		1.56		0.08		2.21

		Delaware		-16.23		-8.72		-14.67		-13.46		-9.31		-15.94

				-1.43		-1.62		-1.50		-2.29		-2.74		-1.89

		District of Columbia		67.16		-28.27		-34.04		75.82		-31.20		-51.17

				12.97		-15.59		-7.46		15.87		-21.77		-11.28

		Florida		-32.96		-7.66		-39.68		-33.96		-16.18		-38.93

				-15.96		-6.13		-15.90		-19.10		-21.35		-18.24

		Georgia		-10.64		-1.39		-9.08		-11.81		-4.38		-9.56

				-5.76		-1.26		-4.29		-7.61		-5.70		-5.43

		Hawaii		0.23		-0.92		4.12		1.00		-2.24		3.87

				0.05		-0.29		0.69		0.25		-1.03		0.71

		Idaho		1.95		5.34		1.66		9.13		3.78		11.32

				0.45		1.67		0.43		3.22		1.97		4.05

		Illinois		11.63		-0.01		27.28		15.20		2.72		27.41

				3.71		0.00		7.61		6.29		1.49		9.11

		Indiana		9.01		2.12		11.26		7.35		0.25		8.54

				4.09		1.71		4.53		4.49		0.32		4.68

		Iowa		5.81		2.01		6.14		5.59		-2.42		9.05

				1.22		0.50		1.12		1.75		-1.20		2.42

		Kansas		9.40		3.18		6.91		4.97		-1.27		6.29

				1.62		1.59		1.51		1.10		-0.74		1.72

		Kentucky		-5.18		-3.81		-4.77		-4.42		-7.12		-3.93

				-1.54		-2.46		-1.38		-2.08		-7.42		-1.50

		Louisiana		22.51		-0.36		39.33		18.10		-1.09		27.28

				8.38		-0.22		10.14		8.49		-0.98		10.07

		Maine		0.80		2.91		5.03		6.05		4.16		16.82

				0.12		0.65		0.47		1.16		0.74		1.79

		Maryland		7.14		4.07		11.22		12.03		2.76		17.75

				2.49		2.05		3.33		5.74		2.14		6.41

		Massachusetts		-1.01		-0.87		-3.87		-2.95		-5.06		-4.22

				-0.32		-0.34		-0.96		-1.03		-2.07		-1.03

		Michigan		4.81		10.36		8.92		2.31		0.42		0.49

				1.28		6.31		1.88		0.84		0.37		0.12

		Minnesota		12.47		4.13		17.64		14.47		3.10		24.83

				3.49		1.64		3.74		5.20		1.50		6.32

		Mississippi		0.12		2.82		-0.75		2.57		1.40		3.36

				0.05		1.96		-0.23		1.19		1.46		1.36

		STATE		Model 1		Model 2		Model 3		Model 4		Model 5		Model 6

		Missouri		-0.81		26.88		3.41		1.03		41.13		4.09

				-0.31		10.37		1.10		0.49		24.25		1.59

		Montana		30.62		1.24		24.08		14.64		3.40		16.28

				1.62		0.11		1.56		1.90		0.90		1.81

		Nebraska		11.03		3.37		-2.93		2.33		-0.84		1.93

				1.09		0.97		-0.92		0.98		-0.73		0.81

		Nevada		-1.56		-7.76		4.58		-5.49		-11.56		6.03

				-0.41		-2.45		1.19		-1.81		-5.97		1.65

		New Hampshire		-0.88		4.91		7.19		2.21		1.64		8.26

				-0.16		1.77		1.02		0.51		0.69		1.50

		New Jersey		-9.29		-5.67		-5.24		-6.03		-3.42		-7.53

				-3.85		-2.89		-1.63		-2.79		-4.16		-2.85

		New Mexico		-19.06		15.35		-3.44		-5.52		-8.90		-3.22

				-3.10		1.26		-1.09		-2.09		-4.87		-1.21

		New York		94.13		0.41		43.95		7.31		-11.97		8.86

				11.41		0.03		9.93		3.31		-5.63		3.82

		North Carolina		-2.80		1.66		-2.32		0.70		-0.93		1.26

				-1.69		1.26		-1.24		0.50		-1.38		0.82

		North Dakota		5.01		7.12		8.62		6.04		0.12		9.35

				0.64		1.31		1.21		1.28		0.06		1.99

		Ohio		-6.84		6.42		-2.99		-1.44		-1.37		1.64

				-2.49		3.19		-0.83		-0.73		-1.19		0.63

		Oklahoma		8.95		-0.02		9.43		6.67		-1.03		6.91

				4.25		-0.01		4.01		3.98		-1.12		3.91

		Oregon		10.76		7.09		12.85		11.49		5.26		15.25

				2.81		1.84		3.37		4.34		2.48		4.70

		Pennsylvania		-2.62		1.22		-0.53		4.62		0.99		4.97

				-1.02		0.81		-0.16		2.33		0.89		1.96

		Rhode Island		-7.67		0.41		52.17		19.64		-10.42		-13.33

				-0.07		0.03		0.57		1.32		-0.64		-0.64

		South Carolina		-12.10		-4.27		-13.49		-10.16		-6.24		-10.73

				-5.89		-3.48		-6.09		-6.04		-9.59		-5.80

		South Dakota		0.73		-1.06		-1.36		2.77		-1.88		2.73

				0.08		-0.18		-0.16		0.54		-0.63		0.51

		Tennessee		-6.15		0.15		-6.76		-3.25		-3.40		-4.19

				-2.46		0.12		-2.38		-1.70		-3.90		-1.89

		Texas		-17.68		-2.41		-16.00		-17.54		-9.95		-15.28

				-16.65		-2.97		-14.87		-19.84		-19.13		-17.18

		Utah		9.59		12.03		4.24		9.54		9.33		9.23

				2.68		4.55		1.48		4.28		4.90		3.66

		Vermont		-0.91		0.41		8.89		5.39		-5.44		12.64

				-0.05		0.03		0.37		0.50		-0.51		0.78

		Virginia		6.84		8.03		7.38		6.52		2.25		8.98

				3.94		8.16		3.81		4.63		3.71		5.91

		Washington		5.56		4.64		11.35		11.90		4.98		16.64

				1.38		1.76		3.46		5.54		2.81		6.02

		West Virginia		-1.74		8.61		2.78		1.51		3.90		7.13

				-0.38		2.45		0.43		0.42		1.34		1.48

		Wisconsin		8.68		4.70		12.00		11.50		2.19		17.55

				2.13		2.09		2.65		4.08		1.34		4.97

		Wyoming		4.86		-14.87		1.84		2.84		-3.38		6.79

				0.39		-1.01		0.30		0.71		-1.24		1.73





Sheet3

								Effect of Executions in Individual States

		fipsstat		type		STATE		Model 1		Model 2		Model 3		Model 4		Model 5		Model 6

		1		coef		Alabama		0.05		-2.50		1.44		1.80		-3.22		2.53

		1		tstat				0.02		-2.47		0.66		1.12		-4.91		1.42

		2		coef		Alaska		-11.13		-9.69		-9.67		-13.24		-12.75		-11.65

		2		tstat				-2.23		-2.72		-1.90		-3.34		-5.90		-2.77

		4		coef		Arizona		6.92		2.82		8.50		9.43		1.29		11.03

		4		tstat				2.97		1.56		3.42		4.70		1.01		4.90

		5		coef		Arkansas		10.76		7.60		14.74		13.26		3.64		20.40

		5		tstat				2.60		2.92		2.42		4.10		1.29		4.43

		6		coef		California		12.55		20.32		27.54		12.45		-2.12		22.95

		6		tstat				4.46		7.73		6.26		4.90		-1.36		6.50

		8		coef		Colorado		-1.20		6.37		5.99		6.79		0.67		7.33

		8		tstat				-0.24		2.12		2.63		3.64		0.61		3.84

		9		coef		Connecticut		2.08		1.28		12.42		4.68		0.14		8.92

		9		tstat				0.54		0.45		2.62		1.56		0.08		2.21

		10		coef		Delaware		-16.23		-8.72		-14.67		-13.46		-9.31		-15.94

		10		tstat				-1.43		-1.62		-1.50		-2.29		-2.74		-1.89

		11		coef		District of Columbia		67.16		-28.27		-34.04		75.82		-31.20		-51.17

		11		tstat				12.97		-15.59		-7.46		15.87		-21.77		-11.28

		12		coef		Florida		-32.96		-7.66		-39.68		-33.96		-16.18		-38.93

		12		tstat				-15.96		-6.13		-15.90		-19.10		-21.35		-18.24

		13		coef		Georgia		-10.64		-1.39		-9.08		-11.81		-4.38		-9.56

		13		tstat				-5.76		-1.26		-4.29		-7.61		-5.70		-5.43

		15		coef		Hawaii		0.23		-0.92		4.12		1.00		-2.24		3.87

		15		tstat				0.05		-0.29		0.69		0.25		-1.03		0.71

		16		coef		Idaho		1.95		5.34		1.66		9.13		3.78		11.32

		16		tstat				0.45		1.67		0.43		3.22		1.97		4.05

		17		coef		Illinois		11.63		-0.01		27.28		15.20		2.72		27.41

		17		tstat				3.71		0.00		7.61		6.29		1.49		9.11

		18		coef		Indiana		9.01		2.12		11.26		7.35		0.25		8.54

		18		tstat				4.09		1.71		4.53		4.49		0.32		4.68

		19		coef		Iowa		5.81		2.01		6.14		5.59		-2.42		9.05

		19		tstat				1.22		0.50		1.12		1.75		-1.20		2.42

		20		coef		Kansas		9.40		3.18		6.91		4.97		-1.27		6.29

		20		tstat				1.62		1.59		1.51		1.10		-0.74		1.72

		21		coef		Kentucky		-5.18		-3.81		-4.77		-4.42		-7.12		-3.93

		21		tstat				-1.54		-2.46		-1.38		-2.08		-7.42		-1.50

		22		coef		Louisiana		22.51		-0.36		39.33		18.10		-1.09		27.28

		22		tstat				8.38		-0.22		10.14		8.49		-0.98		10.07

		23		coef		Maine		0.80		2.91		5.03		6.05		4.16		16.82

		23		tstat				0.12		0.65		0.47		1.16		0.74		1.79

		24		coef		Maryland		7.14		4.07		11.22		12.03		2.76		17.75

		24		tstat				2.49		2.05		3.33		5.74		2.14		6.41

		25		coef		Massachusetts		-1.01		-0.87		-3.87		-2.95		-5.06		-4.22

		25		tstat				-0.32		-0.34		-0.96		-1.03		-2.07		-1.03

		26		coef		Michigan		4.81		10.36		8.92		2.31		0.42		0.49

		26		tstat				1.28		6.31		1.88		0.84		0.37		0.12

		27		coef		Minnesota		12.47		4.13		17.64		14.47		3.10		24.83

		27		tstat				3.49		1.64		3.74		5.20		1.50		6.32

		28		coef		Mississippi		0.12		2.82		-0.75		2.57		1.40		3.36

		28		tstat				0.05		1.96		-0.23		1.19		1.46		1.36

		29		coef		Missouri		-0.81		26.88		3.41		1.03		41.13		4.09

		29		tstat				-0.31		10.37		1.10		0.49		24.25		1.59

		30		coef		Montana		30.62		1.24		24.08		14.64		3.40		16.28

		30		tstat				1.62		0.11		1.56		1.90		0.90		1.81

		31		coef		Nebraska		11.03		3.37		-2.93		2.33		-0.84		1.93

		31		tstat				1.09		0.97		-0.92		0.98		-0.73		0.81

		32		coef		Nevada		-1.56		-7.76		4.58		-5.49		-11.56		6.03

		32		tstat				-0.41		-2.45		1.19		-1.81		-5.97		1.65

		33		coef		New Hampshire		-0.88		4.91		7.19		2.21		1.64		8.26

		33		tstat				-0.16		1.77		1.02		0.51		0.69		1.50

		34		coef		New Jersey		-9.29		-5.67		-5.24		-6.03		-3.42		-7.53

		34		tstat				-3.85		-2.89		-1.63		-2.79		-4.16		-2.85

		35		coef		New Mexico		-19.06		15.35		-3.44		-5.52		-8.90		-3.22

		35		tstat				-3.10		1.26		-1.09		-2.09		-4.87		-1.21

		36		coef		New York		94.13		0.41		43.95		7.31		-11.97		8.86

		36		tstat				11.41		0.03		9.93		3.31		-5.63		3.82

		37		coef		North Carolina		-2.80		1.66		-2.32		0.70		-0.93		1.26

		37		tstat				-1.69		1.26		-1.24		0.50		-1.38		0.82

		38		coef		North Dakota		5.01		7.12		8.62		6.04		0.12		9.35

		38		tstat				0.64		1.31		1.21		1.28		0.06		1.99

		39		coef		Ohio		-6.84		6.42		-2.99		-1.44		-1.37		1.64

		39		tstat				-2.49		3.19		-0.83		-0.73		-1.19		0.63

		40		coef		Oklahoma		8.95		-0.02		9.43		6.67		-1.03		6.91

		40		tstat				4.25		-0.01		4.01		3.98		-1.12		3.91

		41		coef		Oregon		10.76		7.09		12.85		11.49		5.26		15.25

		41		tstat				2.81		1.84		3.37		4.34		2.48		4.70

		42		coef		Pennsylvania		-2.62		1.22		-0.53		4.62		0.99		4.97

		42		tstat				-1.02		0.81		-0.16		2.33		0.89		1.96

		44		coef		Rhode Island		-7.67		0.41		52.17		19.64		-10.42		-13.33

		44		tstat				-0.07		0.03		0.57		1.32		-0.64		-0.64

		45		coef		South Carolina		-12.10		-4.27		-13.49		-10.16		-6.24		-10.73

		45		tstat				-5.89		-3.48		-6.09		-6.04		-9.59		-5.80

		46		coef		South Dakota		0.73		-1.06		-1.36		2.77		-1.88		2.73

		46		tstat				0.08		-0.18		-0.16		0.54		-0.63		0.51

		47		coef		Tennessee		-6.15		0.15		-6.76		-3.25		-3.40		-4.19

		47		tstat				-2.46		0.12		-2.38		-1.70		-3.90		-1.89

		48		coef		Texas		-17.68		-2.41		-16.00		-17.54		-9.95		-15.28

		48		tstat				-16.65		-2.97		-14.87		-19.84		-19.13		-17.18

		49		coef		Utah		9.59		12.03		4.24		9.54		9.33		9.23

		49		tstat				2.68		4.55		1.48		4.28		4.90		3.66

		50		coef		Vermont		-0.91		0.41		8.89		5.39		-5.44		12.64

		50		tstat				-0.05		0.03		0.37		0.50		-0.51		0.78

		51		coef		Virginia		6.84		8.03		7.38		6.52		2.25		8.98

		51		tstat				3.94		8.16		3.81		4.63		3.71		5.91

		53		coef		Washington		5.56		4.64		11.35		11.90		4.98		16.64

		53		tstat				1.38		1.76		3.46		5.54		2.81		6.02

		54		coef		West Virginia		-1.74		8.61		2.78		1.51		3.90		7.13

		54		tstat				-0.38		2.45		0.43		0.42		1.34		1.48

		55		coef		Wisconsin		8.68		4.70		12.00		11.50		2.19		17.55

		55		tstat				2.13		2.09		2.65		4.08		1.34		4.97

		56		coef		Wyoming		4.86		-14.87		1.84		2.84		-3.38		6.79

		56		tstat				0.39		-1.01		0.30		0.71		-1.24		1.73
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coefsandtstats

		fipsstat		STATE		pnlb_coef		pnbl_t		fnlb_coef		fnlb_t		anlb_coef		anlb_t		plb_coef		plb_t		flb_coef		flb_t		alb_coef		alb_t

		1		Alabama		0.0454176		0.02		-2.50279		-2.47		1.443509		0.66		1.804473		1.12		-3.217867		-4.91		2.525466		1.42

		2		Alaska		-11.13191		-2.23		-9.690892		-2.72		-9.668172		-1.9		-13.23739		-3.34		-12.75222		-5.9		-11.64665		-2.77

		4		Arizona		6.915716		2.97		2.824301		1.56		8.495123		3.42		9.431663		4.7		1.29469		1.01		11.02878		4.9

		5		Arkansas		10.75547		2.6		7.601818		2.92		14.74385		2.42		13.26381		4.1		3.636006		1.29		20.40367		4.43

		6		California		12.54543		4.46		20.3153		7.73		27.53911		6.26		12.45218		4.9		-2.11797		-1.36		22.94636		6.5

		8		Colorado		-1.202218		-0.24		6.371473		2.12		5.992962		2.63		6.787055		3.64		0.6691153		0.61		7.328882		3.84

		9		Connecticut		2.078671		0.54		1.27562		0.45		12.41654		2.62		4.677173		1.56		0.1415341		0.08		8.917569		2.21

		10		Delaware		-16.22925		-1.43		-8.723072		-1.62		-14.66746		-1.5		-13.45905		-2.29		-9.305148		-2.74		-15.93572		-1.89

		11		District of Columbia		67.16026		12.97		-28.27294		-15.59		-34.04217		-7.46		75.81833		15.87		-31.20269		-21.77		-51.16583		-11.28

		12		Florida		-32.96121		-15.96		-7.659759		-6.13		-39.68103		-15.9		-33.96153		-19.1		-16.18294		-21.35		-38.92976		-18.24

		13		Georgia		-10.6398		-5.76		-1.392062		-1.26		-9.082173		-4.29		-11.80762		-7.61		-4.379632		-5.7		-9.557428		-5.43

		15		Hawaii		0.2295007		0.05		-0.9157596		-0.29		4.117379		0.69		1.001074		0.25		-2.235558		-1.03		3.866164		0.71

		16		Idaho		1.946272		0.45		5.344139		1.67		1.660487		0.43		9.133597		3.22		3.78139		1.97		11.31937		4.05

		17		Illinois		11.62672		3.71		-0.00588		0		27.28485		7.61		15.20226		6.29		2.72293		1.49		27.40531		9.11

		18		Indiana		9.009609		4.09		2.122815		1.71		11.2576		4.53		7.347685		4.49		0.2545404		0.32		8.538835		4.68

		19		Iowa		5.805753		1.22		2.013127		0.5		6.136195		1.12		5.592784		1.75		-2.419283		-1.2		9.050451		2.42

		20		Kansas		9.396028		1.62		3.184845		1.59		6.911946		1.51		4.974959		1.1		-1.268214		-0.74		6.294793		1.72

		21		Kentucky		-5.18155		-1.54		-3.812269		-2.46		-4.774618		-1.38		-4.422582		-2.08		-7.116753		-7.42		-3.925514		-1.5

		22		Louisiana		22.51364		8.38		-0.3643036		-0.22		39.33353		10.14		18.10465		8.49		-1.091225		-0.98		27.27717		10.07

		23		Maine		0.8048311		0.12		2.91008		0.65		5.025908		0.47		6.051904		1.16		4.158813		0.74		16.8214		1.79

		24		Maryland		7.142799		2.49		4.066315		2.05		11.22192		3.33		12.0252		5.74		2.757891		2.14		17.75037		6.41

		25		Massachusetts		-1.009802		-0.32		-0.8676324		-0.34		-3.870144		-0.96		-2.949702		-1.03		-5.056552		-2.07		-4.21536		-1.03

		26		Michigan		4.806467		1.28		10.36305		6.31		8.921216		1.88		2.307667		0.84		0.4190742		0.37		0.4910634		0.12

		27		Minnesota		12.46902		3.49		4.134034		1.64		17.64168		3.74		14.46911		5.2		3.10365		1.5		24.82661		6.32

		28		Mississippi		0.1215461		0.05		2.824521		1.96		-0.7480769		-0.23		2.573387		1.19		1.399421		1.46		3.361929		1.36

		29		Missouri		-0.8139853		-0.31		26.879		10.37		3.405714		1.1		1.025466		0.49		41.12858		24.25		4.091482		1.59

		30		Montana		30.61662		1.62		1.23545		0.11		24.07575		1.56		14.64374		1.9		3.400288		0.9		16.27816		1.81

		31		Nebraska		11.03255		1.09		3.365146		0.97		-2.928985		-0.92		2.331169		0.98		-0.8393793		-0.73		1.932099		0.81

		32		Nevada		-1.562706		-0.41		-7.760478		-2.45		4.577803		1.19		-5.490653		-1.81		-11.55824		-5.97		6.033387		1.65

		33		New Hampshire		-0.881946		-0.16		4.914814		1.77		7.190743		1.02		2.205846		0.51		1.635097		0.69		8.260588		1.5

		34		New Jersey		-9.290687		-3.85		-5.674063		-2.89		-5.236464		-1.63		-6.025406		-2.79		-3.41905		-4.16		-7.528159		-2.85

		35		New Mexico		-19.05748		-3.1		15.35102		1.26		-3.442675		-1.09		-5.522091		-2.09		-8.903288		-4.87		-3.222462		-1.21

		36		New York		94.13292		11.41		0.4053932		0.03		43.94628		9.93		7.306473		3.31		-11.97211		-5.63		8.862335		3.82

		37		North Carolina		-2.804556		-1.69		1.661074		1.26		-2.322517		-1.24		0.6998706		0.5		-0.9295191		-1.38		1.259056		0.82

		38		North Dakota		5.009338		0.64		7.117219		1.31		8.623657		1.21		6.042463		1.28		0.1234551		0.06		9.34659		1.99

		39		Ohio		-6.840076		-2.49		6.418389		3.19		-2.993		-0.83		-1.440907		-0.73		-1.373543		-1.19		1.642086		0.63

		40		Oklahoma		8.948897		4.25		-0.0207446		-0.01		9.428372		4.01		6.665496		3.98		-1.029021		-1.12		6.907144		3.91

		41		Oregon		10.75593		2.81		7.086771		1.84		12.85311		3.37		11.48855		4.34		5.256207		2.48		15.25085		4.7

		42		Pennsylvania		-2.616612		-1.02		1.224603		0.81		-0.5319394		-0.16		4.617745		2.33		0.9905259		0.89		4.974384		1.96

		44		Rhode Island		-7.674195		-0.07		0.4053932		0.03		52.17066		0.57		19.6417		1.32		-10.42233		-0.64		-13.33112		-0.64

		45		South Carolina		-12.10273		-5.89		-4.265361		-3.48		-13.48752		-6.09		-10.16153		-6.04		-6.243154		-9.59		-10.72664		-5.8

		46		South Dakota		0.7287488		0.08		-1.061702		-0.18		-1.359108		-0.16		2.770246		0.54		-1.881394		-0.63		2.732142		0.51

		47		Tennessee		-6.14713		-2.46		0.1513931		0.12		-6.757125		-2.38		-3.253397		-1.7		-3.404557		-3.9		-4.193779		-1.89

		48		Texas		-17.67538		-16.65		-2.405944		-2.97		-15.99726		-14.87		-17.5399		-19.84		-9.950579		-19.13		-15.27811		-17.18

		49		Utah		9.593563		2.68		12.03147		4.55		4.238174		1.48		9.543721		4.28		9.332761		4.9		9.233739		3.66

		50		Vermont		-0.914287		-0.05		0.4053932		0.03		8.893452		0.37		5.385056		0.5		-5.437458		-0.51		12.64182		0.78

		51		Virginia		6.840854		3.94		8.02537		8.16		7.376857		3.81		6.520345		4.63		2.246787		3.71		8.975564		5.91

		53		Washington		5.55849		1.38		4.640861		1.76		11.35462		3.46		11.90216		5.54		4.979154		2.81		16.6404		6.02

		54		West Virginia		-1.739753		-0.38		8.609184		2.45		2.784841		0.43		1.50523		0.42		3.898188		1.34		7.131675		1.48

		55		Wisconsin		8.68261		2.13		4.704008		2.09		11.99938		2.65		11.49517		4.08		2.188596		1.34		17.54963		4.97

		56		Wyoming		4.864897		0.39		-14.86974		-1.01		1.83561		0.3		2.836844		0.71		-3.377124		-1.24		6.792734		1.73
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Sheet1

		statename		median#det

				-61.0719863417

				-43.9386881571

				-38.9645885019

				-14.1901022652

				-7.2192994727

				-6.2874369539

		MO, AL, NC, MS, NE, PA, MT, WY		0

		Alabama		0

		North Carolina		0

		Mississippi		0

		Nebraska		0

		Pennsylvania		0

		Montana		0

		Wyoming		0

		OK		3.5474958839

		AZ		6.1752264364

		AR		22.6135067047

		ID		25.1581950554

		IN		33.3127956027

		IL		39.8360424691

		VA		41.0193676569

		LA		55.7298293453

		MD		61.8108348077

		CA		82.5961899575

		WA		92.7429207201

		OR		175.39371738

		UT		175.8625190059





temp5

		statename		fipsstat		totalnumexecs		anlb_coef_sig		#deterred_anlb		fnlb_coef_sig		#deterred_fnlb		pnlb_coef_sig		#deterred_pnlb		alb_coef_sig		#deterred_alb		flb_coef_sig		#deterred_flb		plb_coef_sig		#deterred_plb		median#det		SENTE6		SENT90		STPOP96		STPOPL690		STPOP96div		STPOP90div

		Texas		48		239		-15.99726		-15.2773833		-2.405944		-15.1485362963		-17.67538		-125.0369474074		-15.27811		-14.59059505		-9.950579		-62.6517937037		-17.5399		-124.0785518519		-38.9645885019		200		27		1.91E+07		1.70E+07		191		170

		Virginia		51		81		7.376857		15.3887023242		8.02537		70.9328059857		6.840854		65.2368366788		8.975564		18.7237305248		2.246787		19.8583873843		6.520345		62.1803479294		41.0193676569		32		7		6675451		6187000		66.75451		61.87

		Florida		12		50		-39.68103		-22.85627328		-7.659759		-28.2316831714		-32.96121		-135.6118354286		-38.92976		-22.42354176		-16.18294		-59.6456931429		-33.96153		-139.7274377143		-43.9386881571		250		35		1.44E+07		1.29E+07		144		129

		Missouri		29		46		0		0		26.879		229.2330716667		0		0		0		0		41.12858		350.7582397667		0		0		0		58		6		5358692		5117000		53.58692		51.17

		Oklahoma		40		30		9.428372		4.0950173673		0		0		8.948897		32.8215911168		6.907144		2.9999744005		0		0		6.665496		24.4468323082		3.5474958839		76		9		3300902		3146000		33.00902		31.46

		Louisiana		22		26		39.33353		65.8167806207		0		0		22.51364		979.4736939756		27.27717		45.6428780698		0		0		18.10465		787.6571009235		55.7298293453		26		1		4350579		4220000		43.50579		42.2

		South Carolina		45		25		-13.48752		-19.95476426		-4.265361		-49.57771269		-12.10273		-149.2164139219		-10.72664		-15.8700467174		-6.243154		-72.5662599933		-10.16153		-125.2830614713		-61.0719863417		25		3		3698746		3487000		36.98746		34.87

		Alabama		1		23		0		0		-2.50279		-7.2241245643		0		0		0		0		-3.217867		-9.2881432479		0		0		0		82		14		4273084		4041000		42.73084		40.41

		Arkansas		5		23		14.74385		14.2323121243		7.601818		25.53124874		10.75547		38.5628618824		20.40367		19.6957646694		0		0		13.26381		47.5563107019		22.6135067047		26		7		2509793		2351000		25.09793		23.51

		Georgia		13		23		-9.082173		-10.1186759936		0		0		-10.6398		-48.8980270969		-9.557428		-10.6481694705		-4.379632		-17.73203506		-11.80762		-54.2650541091		-14.1901022652		66		16		7353225		6478000		73.53225		64.78

		Arizona		4		22		8.495123		5.3738546161		0		0		6.915716		27.8393279243		11.02878		6.9765982567		0		0		9.431663		37.9673137428		6.1752264364		70		11		4428068		3665000		44.28068		36.65

		North Carolina		37		16		0		0		0		0		-2.804556		-14.6695707112		0		0		0		0		0		0		0		97		14		7322870		6629000		73.2287		66.29

		Illinois		17		12		27.28485		39.7483		0		0		11.62672		68.597648		27.40531		39.9237849383		0		0		15.20226		89.693334		39.8360424691		81		20		1.18E+07		1.14E+07		118		114

		Delaware		10		11		0		0		0		0		0		0		-15.93572		-14.4385989453		-9.305148		-61.97228568		-13.45905		-97.556847201		-7.2192994727		8		0		724842		666000		7.24842		6.66

		California		6		8		27.53911		44.8213065816		20.3153		183.4533151515		12.54543		121.27249		22.94636		37.3463716327		0		0		12.45218		120.3710733333		82.5961899575		196		33		3.19E+07		2.98E+07		319		298

		Nevada		32		8		0		0		-7.760478		-13.3258493657		0		0		6.033387		2.6141899468		-11.55824		-19.8471492571		-5.490653		-12.5748739078		-6.2874369539		37		7		1603163		1202000		16.03163		12.02

		Indiana		18		7		11.2576		27.3959700053		2.122815		39.2296212		9.009609		175.4029121118		8.538835		20.779710377		0		0		7.347685		143.0478665923		33.3127956027		24		3		5840528		5544000		58.40528		55.44

		Utah		49		6		0		0		12.03147		207.3022281		9.593563		191.9186522012		9.233739		26.3886278101		9.332761		160.80347203		9.543721		190.9215659817		175.8625190059		7		0		2000494		1723000		20.00494		17.23

		Mississippi		28		4		0		0		2.824521		7.267492533		0		0		0		0		0		0		0		0		0		38		10		2716115		2573000		27.16115		25.73

		Maryland		24		3		11.22192		47.4276119664		4.066315		48.6026300375		7.142799		90.563619949		17.75037		75.0190395779		2.757891		32.9636921775		12.0252		152.467631052		61.8108348077		12		4		5071604		4781000		50.71604		47.81

		Nebraska		31		3		0		0		0		0		0		0		0		0		0		0		0		0		0		2		0		1652093		1578000		16.52093		15.78

		Pennsylvania		42		3		0		0		0		0		0		0		4.974384		5.7875044615		0		0		4.617745		46.5622620833		0		104		12		1.21E+07		1.19E+07		121		119

		Washington		53		3		11.35462		104.7073663803		4.640861		75.2902349567		0		0		16.6404		153.450530226		4.979154		80.77847506		11.90216		219.5130841608		92.7429207201		6		3		5532939		4867000		55.32939		48.67

		Kentucky		21		2		0		0		-3.812269		-140.48211265		0		0		0		0		-7.116753		-262.25234805		-4.422582		-171.7608343279		-70.241056325		13		1		3883723		3685000		38.83723		36.85

		Montana		30		2		0		0		0		0		0		0		16.27816		23.8575968592		0		0		14.64374		128.7729493128		0		6		0		879372		799000		8.79372		7.99

		Oregon		41		2		12.85311		13.2832123761		7.086771		201.40603182		10.75593		344.5914939855		15.25085		15.7611877177		5.256207		149.38140294		11.48855		368.0626973425		175.39371738		31		0		3203735		2842000		32.03735		28.42

		Colorado		8		1		5.992962		57.2728800158		6.371473		209.87632062		0		0		7.328882		70.0398533206		0		0		6.787055		259.4471225918		63.6563666682		4		0		3822676		3294000		38.22676		32.94

		Idaho		16		1		0		0		5.344139		53.81547973		0		0		11.31937		12.2377928108		3.78139		38.0785973		9.133597		108.6213936585		25.1581950554		11		1		1189251		1007000		11.89251		10.07

		Ohio		39		1		0		0		6.418389		77.020668		-6.840076		-85.1209457778		0		0		0		0		0		0		0		75		9		1.12E+07		1.08E+07		112		108

		Tennessee		47		1		-6.757125		-6.6565864879		0		0		-6.14713		-36.3340052145		-4.193779		-4.1313802282		-3.404557		-18.4489160989		-3.253397		-19.2299404052		-12.5527512934		54		9		5319654		4877000		53.19654		48.77

		Wyoming		56		1		0		0		0		0		0		0		6.792734		32.700221476		0		0		0		0		0		1		0		481400		454000		4.814		4.54

		Alaska		2		0		-9.668172		0		-9.690892		0		-11.13191				-11.64665				-12.75222				-13.23739						0		0		607007		550000		6.07007		5.5

		Connecticut		9		0		12.41654		101.6367677413		0		0		0				8.917569				0				0						4		0		3274238		3287000		32.74238		32.87

		District of Columbia		11		0		-34.04217		0		-28.27294		0		67.16026				-51.16583				-31.20269				75.81833						0		0		543213		607000		5.43213		6.07

		Hawaii		15		0		0		0		0		0		0				0				0				0						0		0		1183723		1108000		11.83723		11.08

		Iowa		19		0		0		0		0		0		0				9.050451				0				5.592784						0		0		2851792		2777000		28.51792		27.77

		Kansas		20		0		0		0		0		0		0				6.294793				0				0						0		0		2572150		2478000		25.7215		24.78

		Maine		23		0		0		0		0		0		0				16.8214				0				0						0		0		1243316		1228000		12.43316		12.28

		Massachusetts		25		0		0		0		0		0		0				0				-5.056552				0						0		0		6092352		6016000		60.92352		60.16

		Michigan		26		0		8.921216		0		10.36305		0		0				0				0				0						0		0		9594350		9295000		95.9435		92.95

		Minnesota		27		0		17.64168		0		0		0		12.46902				24.82661				0				14.46911						0		0		4657758		4375000		46.57758		43.75

		New Hampshire		33		0		0		0		4.914814		0		0				0				0				0						0		0		1162481		1109000		11.62481		11.09

		New Jersey		34		0		0		0		-5.674063		-146.2016899667		-9.290687				-7.528159				-3.41905				-6.025406						13		3		7987933		7730000		79.87933		77.3

		New Mexico		35		0		0		0		0		0		-19.05748				0				-8.903288				-5.522091						2		0		1713407		1515000		17.13407		15.15

		New York		36		0		43.94628		0		0		0		94.13292				8.862335				-11.97211				7.306473						0		0		1.82E+07		1.80E+07		182		180

		North Dakota		38		0		0		0		0		0		0				9.34659				0				0						0		0		643539		639000		6.43539		6.39

		Rhode Island		44		0		0		0		0		0		0				0				0				0						0		0		990225		1003000		9.90225		10.03

		South Dakota		46		0		0		0		0		0		0				0				0				0						1		0		732405		696000		7.32405		6.96

		Vermont		50		0		0		0		0		0		0				0				0				0						0		0		588654		563000		5.88654		5.63

		West Virginia		54		0		0		0		8.609184		0		0				0				0				0						0		0		1825754		1793000		18.25754		17.93

		Wisconsin		55		0		11.99938		0		4.704008		0		8.68261				17.54963				0				11.49517						0		0		5159795		4892000		51.59795		48.92
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